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Abstract

Using an experimental approach, we investigate the new institutional design for the US Regional Greenhouse Gas Initiative (RGGI). The proposed scheme incorporates two allowance reserves that adjust the initial supply of allowances in the event of unexpectedly high or low allowance demand. In particular, allowance supply is increased when the initial clearing price is above a pre-determined upper trigger price, and decreased when the initial clearing price is below a pre-determined lower trigger price. We provide evidence that these two trigger prices act as focal points: the distribution of clearing prices is bimodal and aligns with the trigger prices. We also show that decreasing the range between the two trigger prices increases total revenue but decreases allocative efficiency. Importantly, we find the regulation is more sensitive to changes in trigger prices than reserve quantities.
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1 Introduction

A common feature within existing pollution markets is the ability of a regulator to adjust allowance supply. These supply policies are typically incorporated within the initial allocation mechanism of each market: normally, pollution auction rules are adjusted so that the allowance supply can vary in the face of unexpected allowance demand. An increase in supply may assist in reducing firms’ abatement costs whereas a reduction in supply may incentivize innovation in pollution abatement. Such adjustable allowance policies are used in the US Regional Greenhouse Gas Initiative (RGGI), European Union Emissions Trading Scheme (EU-ETS), and the California Cap-and-trade Program (Shobe et al., 2014; Perino and Willner, 2016; Burtraw et al., 2018).

In this article, we investigate one prominent design that has recently been adopted by the US Regional Greenhouse Gas Initiative (RGGI): the use of dual allowance reserves “Qs” and trigger prices “Ps”. An allowance reserve is a separate quantity of allowances that can be used to adjust the initial supply either up or down (Murray et al., 2009; Burtraw et al., 2018). Consequently, a reserve will be used to increase supply when the initial allowance price is sufficiently high: the initial price has to be larger than a ‘trigger’ price, which has been predetermined by the regulator. An allowance reserve can also be used to reduce supply, which works in a similar but opposite manner: if the initial allowance price is too low—below a set trigger price—the reserve will withdraw allowances from the supply. We find that the regulator’s choice of “Ps and Qs” has a pivotal effect on the regulatory outcome. In particular, we find the regulator’s choice of trigger prices “Ps” act as focal points for the firms, which determines the allowance clearing price and thus influences revenue generation and allocative efficiency.

The actual RGGI design, proposed for the beginning of 2021, has been developed to not only contain firms’ costs (by maintaining a pre-existing upper allowance reserve) but also to
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1In the EU-ETS, the Market Stability Reserve (MSR) adjusts allowance supply when the number of allowances in circulation falls outside a pre-defined range. The California Cap-and-trade Program incorporates the Allowance Price Containment Reserve (APCR) that allows sales of allowances given a sufficiently large clearing price in the preceding auction. See https://ec.europa.eu/clima/policies/ets/reform_en and https://ww3.arb.ca.gov/cc/capandtrade/reservesale/reservesale.htm.

2A reserve will increase supply until either (i) the price drops to the level of the trigger price or (ii) until the reserve is fully exhausted. Equally, a reserve will decrease supply until either (i) the clearing price equals the trigger price or (ii) the allowance reserve reaches its maximum capacity. Hence, if demand is sufficiently high or low, it is possible for the final clearing price to be outside the range of the trigger prices. Therefore, this design involves a “soft” price floor or ceiling. In contrast, a hard floor or ceiling strictly controls the price to be within that range.
contain emissions (by introducing a lower allowance reserve). This is observed within Figure 1.

![Figure 1: The RGGI 2021 Quarterly Auction Supply. The projected base cap amount is approximately 15 million allowances with a Cost Containment Reserve (CCR) of 7,514,778 allowances and an Emissions Containment Reserve (ECR) of 6,845,333 allowances. Trigger prices for the release of the CCR is $13 per ton while use of the ECR begins at $6 per ton, and auction reserve price of $2.38 per ton. Source: RGGI (2017).](image)

RGGI’s initial allowance supply is projected to be around 13-15 million allowances per auction (where each allowance accounts for one ton of CO$_2$). The upper reserve denoted by the Cost Containment Reserve (CCR) holds a stock of 7,514,778 allowances that can be released to the auction if the initial clearing price is higher than the trigger price of $13 per allowance. The lower reserve—denoted by the Emissions Containment Reserve (ECR)—has a capacity of 6,845,333 allowances that can be withdrawn from the market if the initial clearing price is below $6 per allowance. Although this novel regulatory design will commence in 2021, it is a priori unclear how the design of multiple allowance reserves—with corresponding trigger prices—will affect the functioning of the auction and the regulatory scheme in general. In particular, it is unknown how the interaction and combination of these two allowance reserves will affect the clearing prices, revenue, and efficiency. Our paper, then, is the first analysis of this new dual allowance reserve institution.

In this article, we develop an experimental analysis of variable allowance supply, which

---

Footnote 3: The total annual cap for 2021 is 75,147,784 allowances, to be divided among the quarterly auctions, although this will be adjusted to take into account banked allowances already within the system. For details see RGGI (2017).
underpins the core institutional design of RGGI. In our stylized framework, we examine how
the design of both an upper and lower allowance reserve (with associated trigger prices) alters
the auction outcome. Our aim within this article, then, is to investigate how the regulator’s
design choices—of trigger prices, initial supply, and allowance reserves—impact the auction
outcome. We find evidence that the regulator’s chosen trigger prices act as focal points: the
distribution of clearing prices is bimodal, which aligns with the trigger prices. We provide
evidence that this is both an institutional design feature of having two allowance reserves
and a consequence of buyers’ bidding strategies within the regulatory system. Intuitively, if
firms increase their bids in order to increase the clearing price up to the trigger price then
they either (i) obtain more allowances at the lowest cost (the CCR is activated) or (ii) the
threat of allowances being withdrawn is removed (the ECR is not activated). Furthermore,
the equilibrium clearing prices are positively related to independent changes in both trigger
prices.

We also find the range between the two trigger prices—what we denote as the trigger-price
collar—has significant implications for the outcome of the scheme. As the width of the trigger-
price collar decreases, i.e., the “soft” price floor and ceiling move closer together, we find this
increases total revenue and the amount of allowances sold, but decreases allocative efficiency.
Throughout our analysis, we find the scheme is more sensitive to changes in trigger prices
than changes in quantities. Holding the maximum number of allowances constant, we find
evidence that increases in the initial cap (with a smaller CCR and constant ECR) decreases the
final clearing price as well as increasing the number of equilibrium allowances sold. However,
we find that changes in quantities have no significant effect on revenue or allocative efficiency.

As our evidence highlights the focal-point characteristics of the regulator’s trigger prices,
we complement the prominent literature on the so-called focal-point hypothesis (e.g., Isaac and
Plott, 1981; Coursey and Smith, 1983; Scherer and Ross, 1990; Knittel and Stango, 2003; Gode
and Sunder, 2004; Engelmann and Müller, 2011; Rey and Tirole, 2019). This hypothesis argues
non-binding price controls—usually “hard” price ceilings—may create a focal point in pricing
decisions and thereby reduce competition. Although empirical evidence does exist for focal
points in a limited number of markets (e.g., Knittel and Stango, 2003), the experimental labo-
ratory evidence generally finds no collusive focal-point effects (Isaac and Plott, 1981; Coursey
and Smith, 1983; Engelmann and Müller, 2011). In contrast to this literature, we find evidence
of focal-point effects within a trigger-price system. This not only strengthens the argument for
the existence of focal points but also widens the argument of the focal-point hypothesis from
traditional non-binding “hard” price ceilings to incorporate the use of trigger prices, which
are essentially “soft” price floors and ceilings, where the clearing price can be above or below
the predetermined trigger prices.

Our main innovation is to be the first analysis of dual allowance reserves. In doing so, we are able to analyze how the regulator’s institutional design parameters—both separately and in combination—affect the operation of the regulatory scheme. More generally, our analysis also advances the literature on pollution market supply-side policies. The original idea of combining both prices and quantities to regulate can be traced back to Roberts and Spence (1976). Since then a broad literature has developed to investigate how alternative supply-side policies perform with respect to cost effectiveness. Murray et al. (2009) provided the first structured arguments for the use of allowance reserves and a number of studies have consequently investigated how a single allowance reserve—to ensure cost containment—would perform (Burtraw et al., 2010; Fell and Morgenstern, 2010; Grüll and Taschini, 2011; Fell et al., 2012; Shobe et al., 2014; Stranlund et al., 2014; Kollenberg and Taschini, 2016; Khezr and MacKenzie, 2018; Salant et al., 2019). Overall, this literature tends to find that adjusting allowance supply assists in cost containment and can improve welfare. Yet in our analysis, with dual allowance reserves, we find this may not always hold: the focal-point effects could mean that firms’ costs increase if the regulator decides to raise either of the trigger prices. In terms of methodologies, the majority of this literature uses either theoretical or simulation modeling because obtaining data for these policies is extremely challenging: individual bidding behavior and actions are private information and the counterfactual is not known, which makes it hard to obtain a meaningful comparison. Consequently, there is a branch of literature that is now focusing on the experimental evidence of supply-side policies. The major benefit is that this can provide evidence of agent behavior within a controlled environment in order to test the impacts of regulatory design (Shobe et al., 2010, 2014; Holt and Shobe, 2016; Perkis et al., 2016; Burtraw et al., 2018). To date, however, the analysis of dual allowance reserves has been neglected.

A literature also exists that focuses on endogenous supply in auctions, where supply is chosen after bids have been submitted (Back and Zender, 2001; McAdams, 2007; Damianov and Becker, 2010) or allowed to weakly increase (LiCalzi and Pavan, 2005). This literature finds that allowing for forms of endogenous auction supply helps minimize demand reduction within the auction and thereby increasing the clearing price. Note, in contrast, that the allowance reserves adopted within the RGGI framework are very much distinct from what has been analyzed thus far: the use of allowance reserves—with fixed capacities and trigger prices that are known ex ante by buyers—create specific bidding strategies that have been previously unidentified. In particular, we provide evidence that these allowance reserves promote focal points in clearing prices, something that is not observed in alternative supply systems.

Although Burtraw et al. (2018) focused on analyzing three ECR treatments relative to a no-ECR policy, they do not provide an investigation of dual allowance reserves nor the ramifications of the regulator’s institutional design parameters. Stranlund et al. (2014) considers price controls and banking within an allowance market but their price controls are “hard” price floors and ceilings, which allow unlimited changes within allowance supply.
Our contribution is therefore in providing a greater understanding of the role and ramifications of allowance reserve policies and the associated focal points that are created. We find that the regulator’s pre-determined choice of initial allowance supply, trigger prices, and allowance reserves, have important implications for the functioning of the regulatory scheme. The findings will provide further knowledge for the designers of prominent allowance markets. Our article is organized as follows. In Subsection 1.1, we provide a background on the institutional design within RGGI. In Section 2 we outline the experimental design. Sections 3 and 4 present the results, while Section 5 provides some concluding remarks.

1.1 Background: Allowance Allocation in the Regional Greenhouse Gas Initiative (RGGI)

The US Regional Greenhouse Gas Initiative (RGGI) is a regional cap-and-trade market that commenced in 2008 and regulates emissions from the utility sector in the Northeastern US states. The majority of allowances within RGGI are allocated via a quarterly auction, where, on average, 43 firms participate in bidding (2017-2019 inclusive) and has generated a cumulative revenue of approximately US$3.5 billion since 2008. The auction format used is the multi-unit uniform-price auction, which is the predominant method to distribute pollution allowances (Lopomo et al., 2011). Each individual auction generates around US$75 million in auction revenue, which is invested in mainly energy and consumer programs.

As the program has developed over time—with two major program reviews in 2012 and 2017—the auction rules have also developed. Unlike conventional allowance auction designs that usually offer a fixed amount of allowances at each auction, the auction rules of RGGI have been developed to vary the supply of allowances. Within the first program review in 2012 (and implemented in 2014), the Cost Containment Reserve (CCR) was established to reduce significant price increases (RGGI, 2013). The CCR was originally a fixed amount of 10 million allowances with the trigger price being initially set at US$4 per allowance with increases year-on-year (the initial allowance supply was also continually decreasing year-on-year). Within the 2017 Program Review (RGGI, 2017), a similar but opposite reserve was developed. From 2021, RGGI will implement the Emissions Containment Reserve (ECR). The rationale for establishing an ECR is to reduce supply of allowances at sufficiently low prices, which may therefore ensure a sustained incentive to invest in abatement technology. The CCR and ECR have annual capacities—10% of the regional (non-adjusted) cap—so if the allowances are exhausted (filled to capacity) in a previous auction then these reserves are no
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See https://www.rggi.org/auctions/auction-results.
As described earlier, and shown in Figure 1, the RGGI design in 2021 is fairly symmetric in terms of the size of allowance reserves with both the ECR and CCR containing approximately half of the number of allowances contained in the initial supply. The trigger prices for the ECR and CCR will initially be set at $6 and $13 per allowance, respectively, and will increase by 7% per annum. Yet, note although these trigger prices increase at a constant rate each year, the absolute size of the trigger-price collar increases over time due to different baselines. This is shown in Figure 2.

![Figure 2: The RGGI Trigger Price Levels.](image)

Given our evidence within this article—along with the institutional development of RGGI presented in Figure 2—we find that as the trigger-price collar increases, we would expect, ceteris paribus, to see increases in allowance prices. Furthermore, if the width of the trigger-price collar increases, ceteris paribus, we expect that there may be an increased likelihood of a reduction in allowances sold but an increase in allocative efficiency.

Our stylized control treatment resembles RGGI in that we have symmetric levels for the ECR and CCR. It is clear from our analysis that how the trigger prices are chosen—both separately and collectively—have important implications for revenue and allocative efficiency. What our evidence suggests is that, within RGGI, the regulator could make improvements in its criteria of importance (such as revenue generation, efficiency, etc) by adjusting the trigger prices in both an absolute and relative manner. However there may exist tradeoffs. A tighter
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Note the stock of the ECR is 10% of the regional (non-adjusted) cap but excluding the budgets of Maine and New Hampshire as they do not intend to participate in the ECR process.
trigger-price collar, may increase revenue but at the expense of reduced allocative efficiency.

2 Dual Allowance Reserves

In this section, we develop a stylized framework that reflects the key institutional design features proposed within RGGI. This framework then informs our experimental design.

2.1 Preliminaries and Notation

Consider a regulator that has the ability to sell a maximum of $\bar{Q}$ allowances within a single auction to a set of potential firms $\{1, 2, ..., n\}$. Firm $i$ has a private value $v^i$ for the allowances and we assume these values are distributed independently from a known distribution function. We interpret these values as firms’ (avoided) heterogeneous marginal abatement costs. We abstract from analyzing the secondary market as the objective of the article is to focus on the use of allowance reserves within the initial allocation process, as proposed by the Regional Greenhouse Gas Initiative (RGGI). Note, however, that if a secondary market were to be included after the auction, then—through the process of backward induction—each firm’s value of an allowance in the auction could be interpreted as their expected value of an allowance on the secondary market. Consequently, the fundamental elements of the auction do not change (with only a change in the interpretation of firms’ values). As is standard within allowance market auctions, we investigate a sealed-bid uniform-price auction. Once firms submit their sealed bid-schedules, the regulator orders firms’ bids from the highest to the lowest and the winning firms receive a share of the allowances at a price equal to the highest losing bid. If there are ties, then the regulator randomly chooses the winners. We normalize the reserve

---

8 The alternative would be to assume a common values setup, yet this is less realistic in the context of pollution abatement because this would restrict all firms to an identical marginal abatement cost.

9 Note that $v^i$ does not mean that firms’ marginal abatement cost curves are globally horizontal. First, if the marginal abatement cost curve is continuous and convex then within the static auction their value is simply their current marginal cost (i.e., no changes in abatement occur when the auction is running). The value is therefore determined by their historical abatement and purchases of allowances prior to the auction commencing; we model this by allowing the value to be randomly redrawn at the beginning of each auction round. Second, this value is also consistent with the standard construction of abatement curves (e.g., Mckinsey and Company, 2016), where a firm’s long-run abatement cost curve is globally convex but composed of a step function that discontinuously jumps when new, more expensive, technologies are adopted. The value can therefore be interpreted as the forgone cost of using a specific abatement technology up to capacity. As our focus is on subject behavior in a single auction, we abstract from the banking of allowances, but note that firms’ values are general enough to be interpreted as their expected value of an allowance, where banking occurs in a later stage. See Stranlund et al. (2014) for a discussion on banking in an experimental setting.
price to zero.

We allow the regulator to initially offer a volume of allowances denoted by $Q_2$, which can be either increased up to $\bar{Q}$—if the clearing price is sufficiently high (using the Cost Containment Reserve)—or decreased to $Q_1$—if the initial clearing price is sufficiently low (using the Emissions Containment Reserve). This is shown within Figure 3.

Formally, denote the size of the Cost Containment Reserve as $CCR \equiv |\bar{Q} - Q_2|$ and the Emissions Containment Reserve as $ECR \equiv |Q_2 - Q_1|$. The CCR becomes operational when the initial auction clearing price is above the CCR trigger price, which is denoted by $\tilde{p}_2$. Analogously, the ECR becomes operational if the initial auction clearing price is below the ECR trigger price, which is denoted by $\tilde{p}_1$.

If the initial clearing price in the auction is above the upper bound trigger price $\tilde{p}_2$, then the auctioneer releases a maximum of $\bar{Q} - Q_2$ allowances into the auction supply until either (i) the CCR is exhausted or (ii) until the clearing price decreases to equal the trigger price $\tilde{p}_2$, (whichever is first). If, on the other hand, the initial clearing price is sufficiently low, that is, below the lower bound trigger price $\tilde{p}_1$, a maximum of the ECR can be withdrawn from the auction until either (i) the ECR is at maximum capacity or (ii) the clearing price increases to zero.

Figure 3: Variable Allowance Supply. In (a), the important parameters of the trigger prices $\{\tilde{p}_1, \tilde{p}_2\}$ and the quantities $\{Q_1, Q_2\}$, which determine the initial offering of allowance in the auction as well as the size of the ECR and CCR for a fixed and given $\bar{Q}$. The auction reserve price is normalized to zero. In (b), if demand occurs as expected ($D_E(p)$), allowance supply is given by $Q_2$. When demand is higher than expected ($D_H(p)$) allowance supply increases from $Q_2$ to $Q_H$. When demand is lower than expected ($D_L(p)$) allowance supply decreases from $Q_2$ to $Q_L$. 
equal the trigger price $\tilde{p}_1$, (whichever is first). Figure 3 (b) shows what happens in different demand scenarios. If allowance demand is as expected ($D_E(p)$), then the regulator continues to supply $Q_2$ allowances. If demand is sufficiently high, ($D_H(p)$), then the initial price will be above the trigger price $\tilde{p}_2$, so supply increases. In this case supply will increase to point $Q_H$ (rather than the full reserve being exhausted). If, on the other hand, demand is lower than expected ($D_L(p)$), then the initial allowance price is lower than the trigger price $\tilde{p}_1$, and allowances are withdrawn from supply. In this example supply falls to $Q_L$ (and the reserve is not fully used).

Note that this supply structure generates “soft” price floors and ceilings. From Figure 3 (b), if $D_H(p)$ continually moved in the Northeast direction, it is clear to see that the reserve would eventually be fully exhausted and, consequently, the clearing price would increase above $\tilde{p}_2$. Analogously, if $D_L(p)$ moved in the Southwest direction, then, as some level, the the ECR would reach capacity and the price would decrease below $\tilde{p}_1$.

Comparison of Figures 1 and 3 shows the key features of RGGI’s variable allowance supply approach within our stylized framework; namely, allowing for two allowance reserves with distinct trigger prices. Consequently, the aim of this article is to investigate how the regulator’s chosen institutional parameters $\{\tilde{p}_1, \tilde{p}_2, Q_1, Q_2\}$ affect the regulatory outcome (in terms of final clearing price, revenue generation, allowances sold, and efficiency).

### 2.2 Experimental Design

To explore how the design of the RGGI regulations affect outcomes, we designed a stylized laboratory experiment that matches the key features proposed in the policy. In particular, all of the treatments involve a sealed-bid multiple-unit uniform-price auction with two trigger prices and an ECR and CCR as described earlier. Each auction involves four bidders in fixed groups bidding for a maximum of six allowances, where each bidder can demand at most two allowances with values randomly drawn from $U[0, 10.00]$ at the beginning of each round. The values are private, the same for both units of the allowance, and are randomly redrawn at the beginning of each round. We use a total of four bidders in each auction as this provides us with enough manageable buyers to replicate realistic interactions often observed in multi-unit auctions.\textsuperscript{10} Recall that within RGGI, the average number of active bidders is relatively low at

\textsuperscript{10} Allowance auction experiments have typically involved 4-10 subjects in a market, with between 2-4 distinct types (e.g., Shobe et al., 2010; Stranlund et al., 2011; Shobe et al., 2014; Stranlund et al., 2014; Holt and Shobe, 2016). More general multi-auction experiments with private values (e.g., Engelmann and Grimm, 2009; Pagnozzi and Saral, 2017), have studied only two bidders per market, considering this sufficient to capture the strategic elements. Both of these experiments also include flat demands for two units. Note that Engelbrecht-Wiggans et al.
43 (2017-2019): the lowest being 29 bidders in Auction 18 and, for the futures auction, there were only 4 bidders in Auction 10 (futures).\footnote{See https://www.rggi.org/Auctions/Auction-Results/Supply-Bid.}

<table>
<thead>
<tr>
<th>Treatment label</th>
<th>(Q_2)</th>
<th>CCR</th>
<th>ECR</th>
<th>(\bar{p}_2)</th>
<th>(\bar{p}_1)</th>
<th>Number of groups (individuals)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>6.66</td>
<td>3.33</td>
<td>7 (28)</td>
</tr>
<tr>
<td>LowP2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5.00</td>
<td>3.33</td>
<td>7 (28)</td>
</tr>
<tr>
<td>LowP1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>6.66</td>
<td>2.00</td>
<td>7 (28)</td>
</tr>
<tr>
<td>LargeQ2</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>6.66</td>
<td>3.33</td>
<td>7 (28)</td>
</tr>
<tr>
<td>SmallQ2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>6.66</td>
<td>3.33</td>
<td>6 (24)</td>
</tr>
</tbody>
</table>

Our five treatments are summarized in Table 1. We design our baseline treatment, Control, such that the two trigger prices equally divide the value range, while the quantities are also equally and symmetrically divided. In two of our treatments, we independently lower the two trigger prices; LowP2 and LowP1. Since we only change one trigger price at a time, these two treatments are also equivalent to narrowing and widening the size of the trigger-price collar, respectively. Comparing Control with LowP2 and LowP1 allows us to examine if varying trigger prices, while keeping the structure of the allowance reserves the same, influences the auction outcome. We can also examine which of the two trigger prices would have a greater impact on outcomes.

In two other treatments, we keep the trigger prices the same as in the Control but vary the construction of the reserves to make them asymmetric. In particular, in the LargeQ2 treatment we increase the initial supply, while in the SmallQ2 treatment we decrease it. As we hold the maximum available allowances fixed, this means we have cases with a large initial supply, small CCR, and constant ECR (and vice versa).\footnote{That is, in our design a larger (smaller) initial supply corresponds to a smaller (larger) CCR by definition, as the ECR and overall number of allowances is held constant.} A comparison of these two treatments with Control helps us understand the impact of changing the structure of the allowance reserve.

In each round bidders enter their demand schedule (or maximum willingness to pay) for the two allowances. They can bid any non-negative cent amount; i.e., we do not place any restriction on the bidding schedules, with no upper limit nor restriction that bids be the same.

\footnote{(2006) provide experimental field evidence that increasing the number of bidders does not eliminate the main bidding strategies (demand reduction) in multi-unit auctions. In our approach, subjects’ values are randomly drawn, which provides a sufficient degree of heterogeneity and allows the showcasing of the main effects from these auctions.}
for both units of the good. After all buyers have submitted their bids, the computer orders the eight bids in each group from highest to lowest. The quantity sold is determined according to the institutional features of each treatment as described below. In all cases, the auction clearing price is determined by the highest rejected bid but the quantity supplied may differ.

In all treatments, additional allowances are supplied if the interim price exceeds the trigger price $\tilde{p}_2$ until either the supply is exhausted or the clearing price falls to the trigger price. Equally if the interim price is below the trigger price $\tilde{p}_1$ supply is withdrawn until the price equals the trigger price or the reserve reaches capacity. In all treatments, the allowances are allocated to the highest bidders. In the case of excess demand, a random rationing rule is used which avoids “part” units of allowances being allocated as would occur under a proportional rule. After each round subjects are told the auction outcome, which is described by i) the market price, ii) the total number of allowances sold in the auction, and iii) the number of allowances they purchased in the auction. The bids and values of other bidders remain private information throughout. Bidders earn profits (or losses) for every allowance they purchase for a price less (more) than its value.

Note that while we use environmental terminology (e.g., allowances) in the article, the experiment itself is neutrally framed. Subjects are instructed that they are bidding for a non-descript good with a private value and the supply of the good is an increasing step function.\textsuperscript{13} All sessions were conducted at the University of Queensland in October 2019, using z-Tree (Fischbacher, 2007). Subjects were recruited from the general pool of subjects using ORSEE (Greiner, 2015) and were mostly undergraduate students, with about half of them studying business or economics degrees. We collected data from 136 subjects, each of whom participated in only one treatment. Table 1 reports the number of subjects and independent groups in each treatment. Around 40% of the subjects were male, and although most of the subjects had taken part in previous experiments, none had experience in auction experiments.

The experiment proceeds as follows. At the start of the session, detailed instructions are read aloud by an experimenter (always the same person) while the subjects follow along on their written copy. Subjects then answer a series of quiz questions (10-12 depending on the treatment), earning AU$0.50 for each correct answer. The quiz questions check and reinforce understanding of the instructions. Next, subjects take part in the main auction task which is repeated over 25 rounds. Finally, to examine if attitudes towards risk influence individuals’

\textsuperscript{13}Full experimental instructions for treatment Control are included in Appendix A. As can be observed, in order to ensure tractability and to avoid framing effects in the supply design, the instructions explained the regulatory design as a generic increasing stepped supply function. Subject understanding can be observed by noting that the modal allowances sold was $Q_2$ in all treatments, which is the initial allowance supply.
decisions in the auction, we elicit risk preferences using a scaled version of the Eckel and Grossman (2008) lottery-choice task, which is followed by a demographic questionnaire.

Subjects are paid their profits in five randomly selected auction rounds (chosen at the end of the entire experiment) plus their earnings from the risk task and quiz, in addition to a $5 show up fee. Subjects earned AU$28.09 on average (equivalent to US$19 at the time of the experiment), and range from AU$10.60 to 50.60. Each session lasted on average 90-120 minutes including payments.

3 Results: Market Level

In this section, we analyze results at the aggregate market level. We focus first on the fundamental auction outcomes of the allowance clearing price and the number of allowances sold. We then study two measures of auction performance: total revenue raised in the auction (i.e., price times the number of allowances sold), and allocative efficiency, which is defined as the percentage of the maximum possible surplus actually achieved in the auction. Summary statistics for these four key measures are reported in Table 2 disaggregated by treatment.

Our primary analysis relies on random effects panel regressions with standard errors clustered at the market level. These regressions include indicator variables for each treatment, except for the Control treatment, as well as the inverse of the period to account for learning. Results are reported in Table 3, where the coefficient estimates are interpreted as treatment effects relative to the Control treatment. The results show strong learning effects for all measures with the coefficient on Inverse Period strongly significant in all columns. In the text, we also report results from Mann-Whitney tests of treatment differences using each market (i.e. each independent group) as the unit of analysis. Unless stated otherwise, all p-values reported in the text are exact and from two-sided tests.
<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>LowP2</th>
<th>LowP1</th>
<th>LargeQ2</th>
<th>SmallQ2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clearing Price</strong></td>
<td>4.454</td>
<td>4.133</td>
<td>3.757</td>
<td>4.015</td>
<td>5.076</td>
</tr>
<tr>
<td></td>
<td>(0.250)</td>
<td>(0.460)</td>
<td>(0.333)</td>
<td>(0.614)</td>
<td>(0.257)</td>
</tr>
<tr>
<td><strong>Allowances Sold</strong></td>
<td>3.903</td>
<td>4.280</td>
<td>4.006</td>
<td>4.503</td>
<td>3.180</td>
</tr>
<tr>
<td></td>
<td>(0.160)</td>
<td>(0.517)</td>
<td>(0.134)</td>
<td>(0.288)</td>
<td>(0.194)</td>
</tr>
<tr>
<td><strong>Total Revenue</strong></td>
<td>18.270</td>
<td>18.547</td>
<td>15.748</td>
<td>18.896</td>
<td>16.848</td>
</tr>
<tr>
<td></td>
<td>(1.899)</td>
<td>(4.037)</td>
<td>(1.667)</td>
<td>(4.101)</td>
<td>(1.729)</td>
</tr>
<tr>
<td><strong>Allocative Efficiency (%)</strong></td>
<td>95.389</td>
<td>94.219</td>
<td>97.437</td>
<td>96.639</td>
<td>95.138</td>
</tr>
<tr>
<td></td>
<td>(1.851)</td>
<td>(4.420)</td>
<td>(2.226)</td>
<td>(1.370)</td>
<td>(2.955)</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>
Table 3: Main Treatment Effects: All Periods, Inverse Time Trend

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clearing Price</td>
<td>Allowances Sold</td>
<td>Total Revenue</td>
<td>Allocative Efficiency</td>
</tr>
<tr>
<td>LowP2</td>
<td>-0.321*</td>
<td>0.377*</td>
<td>0.278</td>
<td>-1.170</td>
</tr>
<tr>
<td></td>
<td>(0.186)</td>
<td>(0.193)</td>
<td>(1.589)</td>
<td>(1.707)</td>
</tr>
<tr>
<td>LowP1</td>
<td>-0.697***</td>
<td>0.103</td>
<td>-2.522***</td>
<td>2.048**</td>
</tr>
<tr>
<td></td>
<td>(0.148)</td>
<td>(0.074)</td>
<td>(0.900)</td>
<td>(1.032)</td>
</tr>
<tr>
<td>LargeQ2</td>
<td>-0.439*</td>
<td>0.600***</td>
<td>0.626</td>
<td>1.250</td>
</tr>
<tr>
<td></td>
<td>(0.236)</td>
<td>(0.117)</td>
<td>(1.610)</td>
<td>(0.820)</td>
</tr>
<tr>
<td>SmallQ2</td>
<td>0.622***</td>
<td>-0.723***</td>
<td>-1.422</td>
<td>-0.251</td>
</tr>
<tr>
<td></td>
<td>(0.132)</td>
<td>(0.093)</td>
<td>(0.942)</td>
<td>(1.301)</td>
</tr>
<tr>
<td>Inverse Period</td>
<td>-0.853***</td>
<td>-0.418***</td>
<td>-4.980***</td>
<td>-5.435***</td>
</tr>
<tr>
<td></td>
<td>(0.190)</td>
<td>(0.147)</td>
<td>(1.076)</td>
<td>(2.033)</td>
</tr>
<tr>
<td>Constant</td>
<td>4.584***</td>
<td>3.967***</td>
<td>19.030***</td>
<td>96.219***</td>
</tr>
<tr>
<td></td>
<td>(0.096)</td>
<td>(0.065)</td>
<td>(0.713)</td>
<td>(0.706)</td>
</tr>
<tr>
<td>Observations</td>
<td>850</td>
<td>850</td>
<td>850</td>
<td>850</td>
</tr>
<tr>
<td>Number of Groups</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>LowP2 = LowP1</td>
<td>0.063</td>
<td>0.149</td>
<td>0.072</td>
<td>0.068</td>
</tr>
<tr>
<td>LargeQ2 = SmallQ2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.201</td>
<td>0.220</td>
</tr>
</tbody>
</table>

Results from random effects panel regressions with standard errors clustered at the market level.
The last two rows report p-values from Wald tests of treatment differences. The omitted base treatment is Control.

* p < 0.10, ** p < 0.05, *** p < 0.01
3.1 Allowance Clearing Price

We begin by investigating how the implementation of two allowance reserves—with their associated trigger prices—alters the final clearing price.

**Result 1.** *In all treatments, the distribution of clearing price(s) is bimodal, and aligns with the relevant trigger price(s).*

**Support.** The distribution of final clearing prices is shown for each treatment in Figure 4, where the solid lines indicate the trigger prices in each treatment. In each treatment, this distribution is bimodal at the trigger prices in that treatment. Clearing prices above $\tilde{p}_2$ are rare, comprising less than 1% of all prices in each treatment except for LowP2. Even when $\tilde{p}_2$ is low, as in LowP2, the trigger price itself has considerable drawing power because even in this case only 5% of prices exceed this trigger price.

Result 1 suggests that a major implication of implementing dual allowance reserves is the clearing price will tend towards the closest trigger price: this occurs for either cost or emissions containment reserves. It is clear from observing Figure 4 that trigger prices may be a focal point/anchor in agents’ bidding strategies as well as an institutional design feature (this is confirmed later in the article when we investigate individual bidder behavior). Intuitively, bidders have an incentive to try to bid the price up to the trigger price: this will release additional allowances at the lowest possible cost (for the CCR) or avoid a withdrawal of allowances (for the ECR) (Khezr and MacKenzie, 2018).

We now investigate what happens to the clearing price when the regulator’s trigger prices are altered.

**Result 2.** *Lowering either $\tilde{p}_1$ or $\tilde{p}_2$ trigger prices significantly decreases the auction clearing price.*

**Support.** The average clearing price in Control is $4.45, compared to $4.13 in LowP2 and $3.76 in LowP1. Using Mann-Whitney tests, the difference between Control and LowP1 is strongly significant ($p=0.0006$) but the difference between Control and LowP2 is not ($p=0.26$). The regression results reported in Column (1) of Table 3 show that lowering either trigger price significantly reduces the final clearing price, although the impact of lowering $\tilde{p}_1$ is stronger both in magnitude and in significance than lowering $\tilde{p}_2$.14

---

14Comparing the variance of clearing prices across treatments, we find that price variance is significantly lower in LowP2 compared to Control ($p = 0.0023$) but significantly higher in LowP1 versus Control ($p = 0.0973$). LowP1 and LowP2 are also significantly different ($p = 0.0006$). Price variance is not significantly different between Control and either LargeQ2 or SmallQ2 or between LargeQ2 and SmallQ2. This implies that the width of the trigger-price collar impacts the degree of price volatility, where a narrower collar reduces price volatility (and vice versa). On the other hand, changes in the quantities have no significant impact on price volatility.
Figure 4: Distribution of Prices
Result 2 shows that if either $\tilde{p}_1$ or $\tilde{p}_2$ decrease, then this will decrease the final clearing price. Given Result 1 shows that the modal clearing prices are the trigger prices, it is now intuitive that a decrease in either trigger price \{$\tilde{p}_1, \tilde{p}_2$\} will generate lower clearing prices. In terms of the application to RGGI, we know the trigger prices for both reserves will be automatically increased by 7% per annum. Thus our evidence suggests, ceteris paribus, that as trigger prices increase there will be upward pressure on the final clearing price from both trigger prices. This is somewhat surprising. We would expect that $\tilde{p}_1$ may have a positive influence on the clearing price (as this has the ability to withdraw allowances), yet the trigger price for the CCR $\tilde{p}_2$ also has a positive influence on the final clearing price. Intuitively an incentive may exist to bid the price up to obtain additional allowances from the CCR.

**Result 3.** A lower $\tilde{p}_1$ trigger price has a significantly greater dampening effect on prices than a lower $\tilde{p}_2$ trigger price, ceteris paribus.

**Support.** The estimated treatment effect for LowP1 reported in Table 3 is more than double that for the LowP2 treatment. This difference is significant according to the p-value reported in the bottom panel of Table 3. It is worth remembering that for design reasons the size of the absolute reduction in LowP1 (1.33) is actually slightly smaller than in LowP2 (1.66).

The trigger price of the ECR has a significantly greater effect than the trigger price of the CCR. As the ECR trigger price is low it will be breached only for sufficiently low truthful bids or substantial bid shading. What this result suggests is that there is a stronger effect for increased bids in order to avoid allowance withdrawal (ECR) relative to the case where additional allowances are added due to the CCR. In relation to RGGI, if the regulator aims to have higher clearing prices over time, the biggest effect will come from increasing the ECR trigger price $\tilde{p}_1$ at a faster rate than the CCR trigger price $\tilde{p}_2$.

We now investigate the implications of adjusting $Q_1$ and $Q_2$ relative to the control treatment. Thus we will consider what happens when we change the initial allowance supply $Q_2$ and the lower allowance point $Q_1$. Doing so, then, helps us capture the effects not only of changing the initial supply but also the relative sizes of the ECR and CCR. In particular, we hold the size of the ECR constant and allow for a “high” initial supply with a “low” CCR (LargeQ2) as well as a “low” initial supply with a “high” CCR (SmallQ2).

**Result 4.** Increasing $Q_1$ and $Q_2$ (i.e., the initial supply is larger with a smaller CCR) significantly decreases the auction clearing price. Decreasing $Q_1$ and $Q_2$ (i.e., the initial supply is smaller with a larger CCR) significantly increases the auction clearing price.

**Support.** The average clearing price in Control is $4.45, compared to $4.02 in LargeQ2 and $5.08 in SmallQ2. Using Mann-Whitney tests, the difference between Control and SmallQ2 is
strongly significant (p=0.0023) while the difference between Control and LargeQ2 is borderline (p=0.0973). The regression results reported in Column (1) of Table 3 confirm these findings, with SmallQ2 significantly increasing the price relative to the Control, while LargeQ2 weakly decreases it. Intuitively there is less incentive to release the final allowance in the LargeQ2 treatment, relative to a stronger incentive to release the final two allowances in the Control treatment (i.e., greater incentive to hit the second trigger price in the latter), and there is more incentive to release the final three allowances in the SmallQ2 treatment, relative to the slightly weaker incentive of only releasing a final two allowances in the Control treatment (i.e., greater incentive to hit the second trigger price in the former).

Note that in RGGI, $Q_2$ is the intended supply for the auction. Thus as one would expect a lower (higher) intended supply will increase (decrease) the final clearing price. With a relative smaller CCR, there is less incentive to bid higher to release the smaller CCR, ceteris paribus. Consequently a smaller CCR with a larger intended auction cap will force the final clearing down.

### 3.2 Allowances Sold

We now want to investigate if there is any impact on the number of allowances sold in equilibrium if we introduce alternative allowance reserve architecture.

**Result 5.** The modal number of allowances sold aligns with $Q_2$ in all treatments.

**Support.** Figure 5 shows the distribution of the number of allowances sold in each treatment. The figure reveals a strong mode in all treatments at $Q_2$. This suggests, as expected, that the placement of the intended supply $Q_2$ is an important determinant of the final number of allowances sold. Hence, if a goal is to control the number of allowances sold, the auctioneer should place greater focus on the choice of $Q_2$, rather than the choice of $Q_1$ (ceteris paribus), i.e., the size of the ECR and CCR.

Let us now observe if the trigger prices have an impact on allowances sold.

**Result 6.** Lowering the $\tilde{p}_2$ trigger price (i.e., reducing the price collar between $\tilde{p}_1$ and $\tilde{p}_2$) weakly increases the number of allowances sold. Lowering the $\tilde{p}_1$ trigger price (i.e., increasing the price collar between $\tilde{p}_1$ and $\tilde{p}_2$) has no significant effect on the number of allowances sold.

**Support.** On average, 3.9 allowances are sold in the Control treatment, compared to 4.3 in LowP2, a weakly significant difference (p=0.07). In contrast, 4.0 allowances are sold in LowP1, which is nearly identical to the Control treatment and indeed the difference is not significant (p=0.20). The regressions reported in Column (2) of Table 3 support these findings.
Figure 5: Distribution of Allowances Sold
with the estimated coefficient on LowP2 weakly significant, while the coefficient on LowP1 is not significantly different from zero.

The CCR in the relevant treatments, Control, LowP2 and LowP1, contains two allowances (allowances 5 and 6). This CCR is more likely to be released when the second trigger price is lower as shown in Figure 5. While the mode is the same across all three treatments (Q=4), there is a greater proportion of data at $Q = 5, 6$ in the LowP2 treatment. This is evidence that, by lowering the second trigger price, there is an increase in the likelihood that the second extra quantity will be released. For the second part of the result, lowering the first trigger price should have minimal impact on the number of allowances released. That is, the initial price is typically above the first trigger, whether it is $2$ or $3.33$. This is evidenced by the mean number of allowances sold in Table 2 (3.9 and 4.0 allowances in Control and LowP1 respectively).

Let us now investigate whether the regulator’s choice of quantities determines the number of allowances sold.

**Result 7.** Increasing (decreasing) $Q_1$ and $Q_2$ significantly increases (decreases) the number of allowances sold.

**Support.** On average 3.9 allowances are sold in Control compared to 4.5 in LargeQ2 and 3.2 in SmallQ2. Both of these treatments are significantly different from Control and each other (all p-values<0.002). These findings are further confirmed in column 2 of Table 3 where the coefficient on LargeQ2 is significantly positive relative to Control, while the coefficient on SmallQ2 is significantly negative. These results are highlighted in Figure 5, where as discussed earlier, the modal number of allowances sold aligns with $Q_2$ in all treatments.

This result shows that having a larger initial supply and lower CCR will result in an increase in allowances sold, and vice versa.

### 3.3 Total Revenue

Another goal of most regulators is to obtain sustainable levels of auction revenue. We now consider how alternative institutional designs impact total generated revenue. We first consider how changing the trigger prices affects total revenue.

**Result 8.** Lowering the $\tilde{p}_1$ trigger price (i.e., increasing price collar between $\tilde{p}_1$ and $\tilde{p}_2$) significantly decreases total revenue. Lowering the $\tilde{p}_2$ trigger price (i.e., decreasing the space between $\tilde{p}_1$ and $\tilde{p}_2$) has no significant impact on total revenue.

**Support.** Average total revenue in Control is 18.27 compared with 15.75 in LowP1, a significant difference (p=0.01). In contrast, average total revenue is 18.55 in LowP2, nearly
the same as in the Control treatment (p=0.71). The regression results in Column (3) of Table 3 confirm these findings with the coefficient on LowP1 significantly negative, while that for LowP2 is statistically zero.

The negative effect on revenue levels in LowP1 is expected given that clearing prices are significantly lower yet the number of allowances sold is statistically similar. For the second part of the result, the absence of any significant difference in revenue levels is not unexpected; while prices are significantly lower (albeit weakly so), the number of allowances sold is (weakly) significantly greater than in the Control treatment. That is, there are two offsetting forces at play when the second trigger price is lowered; more allowances are sold, but at a lower clearing price, leading to no significant change in revenue levels.

We now investigate whether the regulator’s choice of \( Q_1 \) and \( Q_2 \) has implications for the total revenue generated.

**Result 9.** Increasing or decreasing \( Q_1 \) and \( Q_2 \) has no significant impact on total revenue.

**Support.** Average total revenue in LargeQ2 is 18.90, which is similar to the average of 18.27 in Control (p=1.00). While revenue in SmallQ2 is somewhat lower at 16.85, the difference is not significant (p=0.18). The results in Table 3 are consistent with this, with neither coefficient on LargeQ2 or SmallQ2 significant.

Again, this absence of any significant difference in revenue levels is not unexpected; in both treatments there are two offsetting forces at play—prices are significantly lower (higher) in the LargeQ2 (SmallQ2) treatment, but the number of allowances sold is significantly higher (lower). This result shows that the two effects exactly offset each other.

### 3.4 Allocative Efficiency

We now investigate how dual allowance reserves impact the allocative efficiency of the mechanism. We calculate allocative efficiency as follows (i) first, for each market, in each period, we calculate the sum of the private values of the bidders who successfully purchased allowances and (ii) second, for the same market and the same period, we calculate the sum of the highest private values of the same number of bidders. Allocative efficiency for a given market for a given period is then calculated as the ratio of (i) to (ii). Hence, allocative efficiency of 100% implies that the allowances were actually sold to the highest value bidders.

**Result 10.** Lowering the \( \tilde{p}_1 \) trigger price (i.e., increasing the price collar between \( \tilde{p}_1 \) and \( \tilde{p}_2 \)) increases allocative efficiency. Lowering the \( \tilde{p}_2 \) trigger price (i.e., decreasing the price collar between \( \tilde{p}_1 \) and \( \tilde{p}_2 \)) has no significant effect on the level of allocative efficiency.
Support. As shown in Table 2, allocative efficiency is very high in all treatments. Nevertheless, allocative efficiency is significantly higher (p=0.05) in LowP1 (97.4 percent on average) compared to Control (95.4 percent on average). However, there is no difference (p=1.00) in allocative efficiency between LowP2 (94.2 percent) and Control (95.39). The results reported in Column (4) of Table 3 are consistent with this.

We also find no impact of quantity changes on allocative efficiency.

**Result 11.** Increasing or decreasing $Q_1$ and $Q_2$ has no significant impact on allocative efficiency.

Support. Average allocative efficiency is between 95-96 percent in each of the Control, SmallQ2 and LargeQ2 treatments, and none of the differences are significant (p>0.20). Similarly, the coefficients on both LargeQ2 and SmallQ2 in Column (4) of Table 3 are insignificant.

### 4 Results: Individual Bidding Behavior

To conclude our analysis we now investigate individual bidding behavior. Within multi-unit auctions it is well known that bidders demand reduce (e.g., Ausubel et al., 2014): there is an incentive to bid at (or close to) their true value for the first allowance but bid below their value for the next allowance. The rationale is that if the buyers submit (near) truthful first bids they may stand a chance of obtaining an allowance but lowering the second bid means that they will pay a much lower price for all allowances obtained.

In our experiment, every subject places two bids within each round. These bids are constrained only in that they must be non-negative cent amounts.\(^\text{15}\) We categorize each person’s bids as High and Low accordingly.\(^\text{16}\) We then compute the ratio of the bid to the value for each of these bids, with summary statistics in each treatment reported in Table 4. While clearly there is considerable heterogeneity in behavior, the bid-value ratio is slightly above one for the high bids, but approximately one for the low bids. Using Wilcoxon signed-rank tests, the high bid-value ratio is not significantly different from one in the LowP1 and LowP2 treatments, but is (above one) in the Control (p=0.02), LargeQ2 (p=0.08) and SmallQ2 (p=0.06). On the other hand, the low bid-value ratio is not significantly different from one in the Control, LowP2 and the LargeQ2 treatments, but is (below one) in the LowP1 ($p = 0.03$) and SmallQ2 treatments ($p = 0.03$). The differences between the high and low bid-to-value ratios are significant in all treatments ($p \leq 0.03$). These results provide indicative evidence that bidding is at least approximately consistent with what theory predicts.

\(^{15}\)We exclude from our analysis in this section any bids that exceed 10; fortunately this comprises only 2.3% of our data.

\(^{16}\)Overall, 72% of bids in the experiment involve different bids for the two units.
Table 4: Mean (Standard Deviation) of Bid-to-Value Ratios by Treatment

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>LowP2</th>
<th>LowP1</th>
<th>LargeQ2</th>
<th>SmallQ2</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Bid / Value</td>
<td>1.353</td>
<td>1.403</td>
<td>0.981</td>
<td>1.685</td>
<td>1.199</td>
<td>1.325</td>
</tr>
<tr>
<td></td>
<td>(5.859)</td>
<td>(3.216)</td>
<td>(0.622)</td>
<td>(8.297)</td>
<td>(2.228)</td>
<td>(4.903)</td>
</tr>
<tr>
<td>Low Bid / Value</td>
<td>1.056</td>
<td>1.139</td>
<td>0.850</td>
<td>1.384</td>
<td>0.882</td>
<td>1.066</td>
</tr>
<tr>
<td></td>
<td>(3.919)</td>
<td>(2.715)</td>
<td>(0.479)</td>
<td>(8.078)</td>
<td>(0.799)</td>
<td>(4.253)</td>
</tr>
</tbody>
</table>

We next consider the distribution of the bids in each treatment. Figure 6 shows the distribution of high bids, while Figure 7 shows the low bids. Also shown on both figures is the distribution of values, which, in accordance with the experimental design, is approximately uniform. Across all treatments, the bids disproportionately focus on the trigger prices, with the effects more pronounced with low values and in certain treatments such as SmallQ2. For example, more than 15% of low bids in SmallQ2 are close to $\tilde{p}_1$, triple the number of values that occur in that range. Thus subjects are routinely bidding at the trigger prices. Rationally, if a subject has a value close but below a trigger price it may be optimal to increase bids in order to increase the quantity of allowances sold while only marginally increasing the clearing price (thus potentially increasing their payoff). Responses from the survey questionnaire support the idea that subjects often use the trigger prices as focal points. Within written comments, 23% of subjects explicitly mentioned the trigger prices as a factor in their choice of bidding strategy.
Figure 6: Distribution of High Bids that Shows a Bimodal Distribution that Aligns with the Trigger Prices.
Figure 7: Distribution of Low Bids that Shows a Bimodal Distribution that Aligns with the Trigger prices.

It is important to note, however, that the bimodal distribution of bids and therefore clearing prices (Result 1) is only partially explained by bidder behavior. There is, in fact, a significant institutional effect on the determination of the clearing price. Figure 8 shows the predicted prices within each treatment if all bidders were to bid truthfully given their assigned private
values. Again, note that in such a case the distribution of predicted prices is bimodal and aligns with the two trigger prices. This suggests that the focal point nature of the trigger prices is explained by both bidder behavior and also the institutional design of the allowance reserves.

**Figure 8:** Predicted Clearing Price under Truthful Bids Generate a Biomodal Distribution that Aligns with the Trigger Prices.
It is likely that the larger the size of the allowance reserves relative to the initial cap may mean a greater density of clearing prices clustering around the trigger prices.\textsuperscript{17} Within our control treatment the size of both allowance reserves is one-half of the initial auction supply. While this is stylized, note that the allowance reserves within the RGGI design are also approximately one-half of the auction supply. Our evidence then suggests that the design of trigger prices and the size of the allowance reserves have important consequences for the outcomes of the regulatory system. Indeed the choice of trigger prices may have significant effects on the clearing price and the associated revenue and allocative efficiency.

5 Concluding Remarks

In the majority of pollution markets an increasing trend has been to allow for variable allowance supply. Adjusting allowance supply can assist firms with their abatement costs as well as spur innovation in pollution abatement technologies. A prominent design—used within the US Regional Greenhouse Gas Initiative (RGGI)—is the use of allowance reserves that can either increase or decrease the initial supply. Allowance reserves are fixed quantities of allowances that can either flow in or out of the regulatory system if the clearing price is sufficiently high or low: essentially a “soft” price floor and ceiling. These allowances are activated when the price reaches a “trigger price”, which is predetermined by the regulator. A proposed plan for 2021 will see RGGI create a dual allowance system, with both a lower and upper allowance reserve. Yet, while this novel regulatory design is forthcoming, there is sparse evidence on how dual allowance reserves will impact the regulatory outcomes.

The aim of this article is to provide an experimental analysis of dual allowance reserves, which underpins the proposed RGGI 2021 design. We find the choice of trigger prices has an important impact on the system: the trigger prices act as focal points, which is due to both institutional design and buyers’ bidding strategies. Thus the distribution of clearing prices is bimodal and aligns with the regulator’s two trigger prices. We find evidence that clearing

\textsuperscript{17}Another exogenous parameter of influence is the variance of the value distribution. To operationalize buyers’ values we allowed the values to be randomly drawn from a finite distribution. An alternative would be, for example, to assume a normal distribution. While this may result in a larger number of realizations near the expectation and a lower amount at the extremes, a key parameter that will influence whether the allowance reserves were activated or not would be the variance of the distribution relative to the trigger price values (note that in our analysis, even without this assumption, clearing prices were very rarely below (above) the lower (upper) trigger price). Indeed if this distribution’s variance is relatively small then we may observe clearing prices that do not activate the allowance reserves. Conversely, a larger variance may result in a higher likelihood of observing clearing prices at the trigger prices.
prices increase in both trigger prices. We also find evidence that the trigger-price collar—the width between the two trigger prices—has important impacts on key regulatory criteria. In particular, a narrower trigger-price collar, increases revenue but decreases efficiency. We also test whether changes in quantities affect the regulatory system. While we show increasing the initial supply and decreasing the upper allowance reserve (holding total allowances constant) decreases the clearing price and increases allowances sold, we find that changes in quantities have no significant effect on revenue or efficiency. It follows that the regulatory design is more sensitive to the regulator’s chosen trigger prices than changes in the reserve quantities.

Our results provide concrete evidence that the regulatory outcome is sensitive to the regulator’s choice of trigger prices and allowance reserves. Depending on the regulator’s key objectives, we highlight the desirable design of trigger prices and allowance reserves for cost containment, revenue generation, and efficiency. The proposed RGGI scheme has fixed trigger price increases up to 2030 with the trigger-price collar widening year-on-year. Our evidence suggests, ceteris paribus, that the proposed scheme will place upward pressure on the clearing price, reduce the number of allowance sold, but increase the efficiency of the regulatory system. It may thus be more effective in containing emissions as compared to costs. Although our analysis is motivated by the new design features of RGGI, our analysis can provide general regulatory evidence for pollution markets embarking on variable supply policies. Future work could consider how alternative distributions of values impact the outcome of this regulatory system.
Appendix A: Experimental Instructions for the Control Treatment
Welcome to our experiment. Please read these instructions carefully. They are the same for every participant. Please do not talk with other participants and remain quiet during the entire experiment. Please turn off your mobile phone and don’t switch it on until the end of the experiment. If you have any question, raise your hand and we will come to you.

The experiment will consist of 25 rounds. An auction with four bidders will take place in each round. You are one bidder, the other three are chosen randomly from the other people in the lab today. You will bid in the same group of four for the entire experiment today.

All money during this experiment is real money. At the end of the experiment, all of the money you have earned will be paid to you in Australian dollars. Your final payment will be rounded up to the nearest 20 cents.
Auction Rules

Each round consists of one auction. During each auction, the computer can sell at most 6 units of the same good. Each bidder can bid for two units of the good. The value of the good to each bidder will be different.

Each bidder’s value for the good will be randomly drawn independently from the interval $0 \leq \text{value} \leq 10$; this means that every cent value between 0, 0.01, 0.02, …, 9.98, 9.99, 10.00 has an equal chance of being selected. Both units of the good will have the same value for you.

Your value for the goods will not be revealed to the other bidders. Similarly, you will not know the values of the other bidders.

During each round, the auction proceeds according to the following rules: Each bidder makes an offer for each of the two units of the good. The offer reflects the maximum you are willing to pay for each unit of the good. The figure below shows a screenshot of the bidding screen.

Figure: Screenshot of auction decision screen
You will make a profit on each unit that you purchase for a price lower than your value.

Specifically, the profit per unit = value of the unit – price paid

For example, suppose your value for a unit is 4.80.

- If the price is $4.00, then your profit per unit = 4.80 – 4.00 = $0.80.
  - If you purchase one unit then your profit is $0.80.
  - If you purchase two units, then your profit is 0.80 x 2 = $1.60
- If the price is $6.00, then your profit per unit = 4.80 – 6.00 = -$1.20 (i.e. you make a loss of $1.20 per unit).
  - If you purchase one unit then you make a loss of $1.20.
  - If you purchase two units then you make a loss of $2.40.

If you do not purchase an item then your profit for that round is zero.

At the end of the 25 auctions rounds, you will be paid your earnings in FIVE randomly selected rounds. These earnings will be added to your earnings in other parts of the experiment.
**How is the Price Determined?**

In each auction, the computer can sell up to 6 units of the good. The computer will initially supply 2 units of good, with the 4 additional units of supply held in reserve. These additional units will be supplied if the INTERIM price is high enough.

If the INTERIM price exceeds the first TRIGGER price of $3.33, up to TWO additional units may be supplied. In this case, additional units of supply will be sold until i) the price falls to the TRIGGER price of $3.33 or ii) the additional supply is exhausted.

The remaining TWO units will be supplied only if the INTERIM price exceeds the second TRIGGER price of $6.66. In a similar way, additional units of supply will be sold until i) the price falls to the TRIGGER price of $6.66 or ii) the additional supply is exhausted.

In this auction, all successful bidders pay the same price. Regardless of the final number of units supplied, the final price is always determined by the highest losing bid or the relevant trigger price, whichever is greatest.

The example on the following pages illustrates in detail how the price is determined.
After each participant has submitted bids for their two goods, the computer will determine the FINAL price as follows.

**Step 1:** Order the eight bids in each group from the highest to the lowest.
Refer to column (B) in the table below.

<table>
<thead>
<tr>
<th>Bid Number</th>
<th>Ordered Bids</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.00</td>
</tr>
<tr>
<td>2</td>
<td>7.50</td>
</tr>
<tr>
<td>3</td>
<td>7.40</td>
</tr>
<tr>
<td>4</td>
<td>7.00</td>
</tr>
<tr>
<td>5</td>
<td>6.95</td>
</tr>
<tr>
<td>6</td>
<td>5.15</td>
</tr>
<tr>
<td>7</td>
<td>4.20</td>
</tr>
<tr>
<td>8</td>
<td>4.00</td>
</tr>
</tbody>
</table>

**Step 2:** Determine the INTERIM price for supplying all possible quantities.
The computer will sell between a minimum of 2 units of the good and a maximum of 6 units of the good. These possibilities are shown in column (C) of the table below.

*For each possible quantity supplied, the INTERIM price is determined by the highest losing bid* as shown in column (D) of the table below.

<table>
<thead>
<tr>
<th>Bid Number</th>
<th>Ordered Bids</th>
<th>Possible Quantity Supplied</th>
<th>Interim Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.00</td>
<td>2</td>
<td>7.40</td>
</tr>
<tr>
<td>2</td>
<td>7.50</td>
<td>2</td>
<td>7.40</td>
</tr>
<tr>
<td>3</td>
<td>7.40</td>
<td>3</td>
<td>7.00</td>
</tr>
<tr>
<td>4</td>
<td>7.00</td>
<td>4</td>
<td>6.95</td>
</tr>
<tr>
<td>5</td>
<td>6.95</td>
<td>5</td>
<td>5.15</td>
</tr>
<tr>
<td>6</td>
<td>5.15</td>
<td>6</td>
<td>4.20</td>
</tr>
<tr>
<td>7</td>
<td>4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If 2 units are supplied, the interim price equals the 3rd highest bid of $7.40.
If 5 units are supplied, the interim price equals the 6th highest bid of $5.15.
Step 3: Compare the INTERIM prices to the relevant TRIGGER price to determine the actual quantity sold

Remember the computer initially supplies 2 units of the good. If the INTERIM price exceeds the first TRIGGER price of $3.33 then up to TWO additional units will be released. In column (E) we compare the INTERIM price with this first TRIGGER price of $3.33. Notice that we make this comparison only for supply quantities of 2 and 3. (The other cells in the table are shaded to show they are not relevant.) This is because the computer only releases TWO additional units when the INTERIM price exceeds the first TRIGGER price of $3.33.

<table>
<thead>
<tr>
<th>(A)</th>
<th>(B)</th>
<th>(C)</th>
<th>(D)</th>
<th>(E)</th>
<th>(F)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bid</td>
<td>Ordered</td>
<td>Possible</td>
<td>Interim</td>
<td>Is Interim Price &gt; $3.33?</td>
</tr>
<tr>
<td></td>
<td>Number</td>
<td>Bids</td>
<td>Quantity Supplied</td>
<td>Price</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>8.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7.50</td>
<td>2</td>
<td>7.40</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7.40</td>
<td>3</td>
<td>7.00</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7.00</td>
<td>4</td>
<td>6.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6.95</td>
<td>5</td>
<td>5.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.15</td>
<td>6</td>
<td>4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Starting in the row where 2 units are supplied, we move down the rows until the first “no” entry in either column (E) or (F). In this example, when quantity equals 2, the interim price of $7.40 > the first trigger price of $3.33, so we enter “yes” in column (E), and continue to the next row. When the quantity equals 3, the interim price of $7.00 > $3.33, so we enter “yes” in column (E), and continue to the next row.
We then move to consider the row with a possible quantity supplied of 4. Now the relevant trigger price is $6.66. See the table below. This is because the computer only releases the remaining TWO additional units if the INTERIM price exceeds the second trigger price of $6.66. With a quantity of 4 supplied the interim price of $6.95 > $6.66 so we write “yes” in column (F) and move to the next row. However with 5 units supplied, the interim price is $5.15 < $6.66 so we write “no” and stop moving down the table.

<table>
<thead>
<tr>
<th>(A)</th>
<th>(B)</th>
<th>(C)</th>
<th>(D)</th>
<th>(E)</th>
<th>(F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bid Number</td>
<td>Ordered Bids</td>
<td>Possible Quantity Supplied</td>
<td>Interim Price</td>
<td>Is Interim Price &gt; $3.33?</td>
<td>Is Interim Price &gt; $6.66?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>8.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7.50</td>
<td>2</td>
<td>7.40</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7.40</td>
<td>3</td>
<td>7.00</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7.00</td>
<td>4</td>
<td>6.95</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6.95</td>
<td>5</td>
<td>5.15</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.15</td>
<td>6</td>
<td>4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The total quantity sold in the auction is either:

i) determined by the quantity supplied in the row where we first write “no”, or

ii) if we write yes in all rows, the quantity supplied equals six.

In this example, the quantity supplied is 5 since we first wrote “no” in that row.

The final auction price is determined by either the interim price or the relevant trigger price, whichever is larger. In this example, the interim price is $5.15 and the relevant trigger price is $6.66. The final auction price is the larger value of $6.66.
Step 4: Allocate the goods

After the determining the quantity sold and the final auction price, the computer allocates the goods to the highest bidders. In this example, the five highest bids each purchase a good for the price of $6.66 as shown in columns (G) and (H) of the following table.

<table>
<thead>
<tr>
<th>(A)</th>
<th>(B)</th>
<th>(C)</th>
<th>(D)</th>
<th>(E)</th>
<th>(F)</th>
<th>(G)</th>
<th>(H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bid Number</td>
<td>Ordered Bids</td>
<td>Possible Quantity Supplied</td>
<td>Interim Price</td>
<td>Is Interim Price &gt; $3.33?</td>
<td>Is Interim Price &gt; $6.66?</td>
<td>Purchase Price</td>
<td>Price Paid</td>
</tr>
<tr>
<td>1</td>
<td>8.00</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td>6.66</td>
</tr>
<tr>
<td>2</td>
<td>7.50</td>
<td>2</td>
<td>7.40</td>
<td>yes</td>
<td></td>
<td>Yes</td>
<td>6.66</td>
</tr>
<tr>
<td>3</td>
<td>7.40</td>
<td>3</td>
<td>7.00</td>
<td>yes</td>
<td></td>
<td>Yes</td>
<td>6.66</td>
</tr>
<tr>
<td>4</td>
<td>7.00</td>
<td>4</td>
<td>6.95</td>
<td>yes</td>
<td></td>
<td>Yes</td>
<td>6.66</td>
</tr>
<tr>
<td>5</td>
<td>6.95</td>
<td>5</td>
<td>5.15</td>
<td>no</td>
<td></td>
<td>Yes</td>
<td>6.66</td>
</tr>
<tr>
<td>6</td>
<td>5.15</td>
<td>6</td>
<td>4.20</td>
<td></td>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

Step 5: Determine the Payoffs of Successful Bidders

a) Suppose your two bids are 7.00 and 4.20 and your value is 7.88. Then you buy one unit and your payoff is $7.88 - 6.66 = 1.22

b) Suppose your bids are 7.40 and 6.95 and your value is 5.66. Then you buy two units and your payoff is (5.66 – 6.66) x 2 = - 2.00 (i.e. a loss of 2.00).

Unsuccessful bidders earn a payoff of zero for that round.
**Auction Results**

At the end of each auction, participants will be informed of the eventual FINAL auction price and whether they have purchased any items. For each item you purchase, you will earn the difference between the value of the good minus what you paid for the good, so you will earn profits on each good you purchase at a FINAL price less than your value.

Note that only you will know *your* actual bids, allocations, and payoffs in each round. A sample feedback screen is shown below.

*Figure: Screenshot of the Feedback screen*

![Screenshot of the Feedback screen](image)

**Auction Sets**

After this, a new round starts. In the new auction, you will continue to bid in the same group of four bidders as in the previous round. At the beginning of each round, a new value will be randomly selected for each participant as described earlier. Overall, there are 25 auctions.

At the end of the 25th round, please answer a short questionnaire that appears on your computer screen.
After that, we will randomly select FIVE rounds and you will be paid your auction earnings from those five rounds.

Finally, note that the rules are the same for every participant. If you have any questions, raise your hand and we will come to you. Before starting the experiment, we will ask you some questions to check that you understand these instructions. You will earn $0.50 for each correctly answered question.

Note that any ties will be broken randomly.

**Summary**

- You will be bidding in 25 auctions in fixed groups of four bidders.
- You will be bidding for two units of the good with your value for the goods randomly drawn from a uniform distribution between 0 and 10.
- This value will be randomly redrawn each round. The value chosen is completely independent of the value chosen in any previous rounds.
- The computer will initially supply two units of the good with four additional units held in reserve.
- Two additional units will be released only if the interim price exceeds the first trigger price of $3.33.
- The final two units will be released only if the interim price exceeds the second trigger price of $6.66.
- The interim price is determined by the highest losing bid.
- The goods available will be sold to the highest bidders who all pay the same price.
- You will earn profit (or loss) = your value – price paid for each good you purchase.
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