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Abstract

Recent economic developments have shown the importance of spillover and contagion effects in financial markets. Such effects are not limited to relations between the levels of financial variables but also impact on the volatility. I investigate Granger causality in conditional mean and conditional variances of time series. For this purpose a VARMA-GARCH process is used. I derive parametric restrictions for the hypothesis of noncausality in conditional variances between two groups of variables, when there are other variables in the system as well. These novel conditions are convenient for the analysis of potentially big systems of economic variables. Such systems should be considered in order to avoid the problem of omitted variable bias. Further, I apply a Bayesian procedure in order to test the restrictions. The test avoids the singularity problem that may appear in classical Wald tests. Also, it relaxes the assumption of existence of higher order moments of the residuals.
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1. Introduction

The well known concept of Granger causality (see Granger, 1969, Sims, 1972) describes relations between time series in the forecasting context. We say that one variable does not Granger cause the other if adding the former to the information set with which we forecast the latter does not improve this forecast. In this study we adapt the Granger noncausality concept to conditional variances of the time series (see also Comte & Lieberman, 2000, Robins, Granger & Engle, 1986). If one variable does not Granger cause in variance the other, then information about variability of the former is dispensable for forecasting of the...
later. Moreover, we investigate Granger causality in conditional mean and conditional variances of time series taken jointly.

The necessity of the joint analysis is justified with twofold reason. Firstly, as Karolyi (1995) argued, in order to have a good picture of transmissions in mean, transmissions in volatility need to be taken into account. Secondly, transmissions in volatility may be affected by transmissions in mean which have not been filtered out before, a point made by Hong (2001). The conclusion is that combined modeling of conditional mean and conditional variance processes increases reliability of the inference about the transmissions and makes it more powerful. The exposition of the phenomenon in this paper is entirely done with vector autoregressive moving average (VARMA) conditional mean process with generalized autoregressive conditional heteroskedasticity (GARCH) process for conditional variances and constant conditional correlations (CCC).

Why is information about causal relations between time series important? First of all, it gives understanding of the deep structure of the financial markets. More specifically, we learn about integration of the financial markets (assets) not only in returns, but also in risk defined as time-varying volatility. Next, modeling transmissions in volatility has significant impact on volatility forecasting. Thus, if there are Granger causal relations in conditional variances, then such modeling is important in all the applications based on volatility forecasting such as portfolio selection, Value at Risk estimation and option pricing.

Granger causality in conditional variances of exchange rates is consistent with some economic theories. Taylor (1995) shows that it is consistent with failures of exchange rates market efficiency. The arrival of news, in clusters and potentially with a lag, modeled with GARCH models explains inefficiency of the market. It is also in line with market dynamics which exhibits volatility persistence due to private information or heterogeneous beliefs (see Hong [2001] and references therein). Finally, a meteor showers hypothesis for intra-daily exchange rates returns which reflects cooperative or competitive monetary policies (see Engle, Ito & Lin [1990]) can be presented as Granger causality in variance.

The term transmissions usually represents an intuitive interpretation of parameters reflecting the impact of one variable on the other in the dynamic systems. Karolyi (1995) and Lin, Engle & Ito (1994) used that term to describe international transmissions between stock returns and their volatilities. Further, Nakatani & Teräsvirta (2009) and Koutmos & Booth (1995) used it to describe the interactions between volatilities in multivariate GARCH models. An other term, volatility spillovers, was used in a similar context (see e.g. Conrad & Karanasos 2009) as well as in many different ones. However, parameters referred to in such a way do not decide on Granger causality or noncausality themselves. In this study we present parameter conditions for precisely defined Granger noncausality in variances. In detail, we refer to the linear Granger noncausality concept of Florens & Mouchart (1985) that defined the noncausality relation in terms of orthogonality in the Hilbert space of square integrable variables.

The contribution of the study is twofold. Firstly, I derive conditions for Granger noncausality in variance that are applicable when the system of time series consists of a potentially large number of variables. The novelty of these conditions is that the
noncausality in variance between two groups of variables is analyzed when there are other variables in the system as well. So far, such conditions were derived when all the variables in the system were divided in two groups (e.g. Comte & Lieberman, 2000; Hafner & Herwartz, 2008; Woźniak, 2010). The introduced conditions reduce the dimensionality of the problem on one hand. And on the other, they allow to form and test some hypotheses that could not be tested in previous settings.

Secondly, I propose a Bayesian procedure for joint testing of the conditions for Granger noncausality in conditional mean and noncausality in conditional variance processes. It is easily applicable and solves some drawbacks of classical testing. In comparison to the Wald test of Boudjellaba, Dufour & Roy (1992) adapted to testing noncausality relations in GARCH models, the Bayesian test does not have the problem of singularities. In a classical test the singularities appear due to the construction of the asymptotic covariance matrix of the nonlinear parametric restrictions. In Bayesian analysis on the contrary, the posterior distribution of the restrictions is available, and thus, a well defined covariance matrix as well. Additionally, in this study the existence of only fourth order moments of time series is assumed, which is an improvement in comparison to assumptions of available classical tests.

The reminder of this paper is organized as follows: the notation for the whole article and parameter restrictions for Granger noncausality in VARMA models are presented in Section 2. A GARCH model used in the analysis is set in Section 3. Further in this Section, I present the main theoretical findings of the paper deriving the conditions for Granger noncausality in conditional variance process. In Section 4, I start with a discussion of classical testing for noncausality in VARMA-GARCH models, and then propose Bayesian testing with appealing properties. Section 5 presents the empirical illustration on the example of daily exchange rates of Swiss franc, British pound and U.S. dollar all denominated in Euro, and Section 6 concludes. All the proofs of the theorems as well as additional necessary theoretical findings are given in Appendix A. Tables and graphs with results of the empirical illustration are reported in Appendix B and Appendix C.

2. Granger noncausality in VARMA models

First, we set the notation following Boudjellaba, Dufour & Roy (1994). Let \( \{ y_t : t \in \mathbb{Z} \} \) be a \( N \times 1 \) multivariate square integrable stochastic process on the integers \( \mathbb{Z} \). Write

\[
y_t = (y_{1t}', y_{2t}', y_{3t}'),
\]

where \( y_{it} \) is a \( N_i \times 1 \) vector such that \( y_{1t} = (y_{i1t}, \ldots, y_{N_i t})' \), \( y_{2t} = (y_{N_1 + 1, t}, \ldots, y_{N_1 + N_2, t})' \) and \( y_{3t} = (y_{N_1 + N_2 + 1, t}, \ldots, y_{N_1 + N_2 + N_3, t})' \) \( (N_1, N_2 \geq 1, N_3 \geq 0 \text{ and } N_1 + N_2 + N_3 = N) \). Variables of interest are contained in vectors \( y_1 \) and \( y_2 \) between which we want to study causal relationships. Vector \( y_3 \) (that for \( N_3 = 0 \) is empty) contain auxiliary variables that are also used for forecasting purposes. Further, let \( I(t - 1) \) be the Hilbert space generated by the components of \( y_t \), for \( \tau \leq t - 1 \), i.e. an information set generated by the past realizations of \( y_t \). Let \( I(t - 1) \) be the Hilbert space generated by the variables \( y_{it}, y_{jt}, 1 \leq i, j \leq N \)
for \( \tau \leq t - 1 \). \( L_1(t - 1) \) is the closed subspace of \( I(t - 1) \) generated by the components of \( (y_{2\tau}, y_{3\tau})' \) and \( \bar{L}_1(t - 1) \) is the closed subspace of \( \bar{I}(t - 1) \) generated by the variables \( y_{1\tau}, y_{j\tau}, N_1 + 1 \leq j \leq N \) for \( \tau \leq t - 1 \). For any subspace \( I_{t-1} \) of \( I(t -1) \) and for \( N_1 + 1 \leq i \leq N_1 + N_2 \), we denote by \( P(y_i|I_{t-1}) \) the affine projection of \( y_i \) on \( I_{t-1} \), i.e. the best linear prediction of \( y_i \) based on the variables in \( I_{t-1} \) and a constant term.

For the Granger causal analysis of stochastic processes we propose to consider modeling framework of VARMA-GARCH processes. This approach is practical for empirical work, in contrast to Florens & Mouchart (1985) where the problem of causality is treated without any particular process assumed. Granger noncausality from \( y_1 \) to \( y_2 \) is defined as follows.

**Definition 1.** \( y_1 \) does not Granger cause \( y_2 \) given \( y_3 \), denoted by \( y_1 \not\leftrightarrow y_2 | y_3 \), if each component of the error vector \( y_{2t} - P(y_{2t}|I_{t-1}(t -1)) \) is orthogonal to \( I(t -1) \) for all \( t \in \mathbb{Z} \).

Definition 1 states simply that the forecast of \( y_2 \) cannot be improved by adding to the information set past realizations of \( y_1 \). We now translate this notion to modeling framework of vector autoregressive moving average processes.

Suppose that \( y_t \) follows a \( N \)-dimensional VARMA\((p,q)\) process:

\[
\alpha(L)y_t = \beta(L)\epsilon_t
\]

where \( L \) is a lag operator such that \( L^i y_t = y_{t-i}, \alpha(z) = I_N - \alpha_1 z - \cdots - \alpha_p z^p, \beta(z) = I_N - \beta_1 z - \cdots - \beta_q z^q \) are matrix polynomials with \( I_N \) denoting the identity matrix of order \( N \), and \( \epsilon_t : t \in \mathbb{Z} \) is a white noise process with nonsingular covariance matrix \( V \). Comte & Lieberman (2000) mention that all the results in this section hold also if \( E[\epsilon_t \epsilon_t'|I(t-1)] = H_t \), i.e. if the conditional covariance matrix of \( \epsilon_t \) is time varying, provided that unconditional covariance matrix, \( E[H_t] = V_o \), is constant and nonsingular. Without loss of generality we assumed in (2) that \( E[y_t] = 0 \). Further, we assume for the process (2) that:

**Assumption 1.** All the roots of \( |\alpha(z)| = 0 \) and all the roots of \( |\beta(z)| = 0 \) are outside the unit circle.

**Assumption 2.** The terms \( \alpha(z) \) and \( \beta(z) \) are left coprime and satisfy other identifiability conditions given in Lütkepohl (2005).

These assumptions guarantee that the VARMA\((p,q)\) process is stationary, invertible and identified. Let the vector \( y_t \) be partitioned as in (1), then we can write (2) as:

\[
\begin{bmatrix}
\alpha_{11}(L) & \alpha_{12}(L) & \alpha_{13}(L) \\
\alpha_{21}(L) & \alpha_{22}(L) & \alpha_{23}(L) \\
\alpha_{31}(L) & \alpha_{32}(L) & \alpha_{33}(L)
\end{bmatrix}
\begin{bmatrix}
y_{1t} \\
y_{2t} \\
y_{3t}
\end{bmatrix} =
\begin{bmatrix}
\beta_{11}(L) & \beta_{12}(L) & \beta_{13}(L) \\
\beta_{21}(L) & \beta_{22}(L) & \beta_{23}(L) \\
\beta_{31}(L) & \beta_{32}(L) & \beta_{33}(L)
\end{bmatrix}
\begin{bmatrix}
\epsilon_{1t} \\
\epsilon_{2t} \\
\epsilon_{3t}
\end{bmatrix}
\]

(3)

Given assumptions 1-2 and the VARMA\((p,q)\) process in the form as in (3) we repeat after Theorem 4 of Boudjellaba et al. (1994) the conditions for Granger noncausality. We
say that \( y_1 \) does not Granger cause \( y_2 \) given \( y_3 \) \( (y_1 \not\rightarrow y_2 | y_3) \) if and only if
\[
\Gamma_{ij}(z) = \det \begin{bmatrix}
\alpha_{11}(z) & \beta_{11}(z) & \beta_{13}(z) \\
\bar{\alpha}_{N_1+i,j}(z) & \beta_{21}(z) & \beta_{23}(z) \\
\alpha_{31}(z) & \beta_{31}(z) & \beta_{33}(z)
\end{bmatrix} = 0 \quad \forall z \in \mathbb{C}
\] (4)

for \( i = 1, \ldots, N_2 \) and \( j = 1, \ldots, N_1 \); where \( \alpha_{ik}(z) \) is the \( i \)th column of \( \alpha_{ik}(z) \), \( \beta_{ik}(z) \) is the \( i \)th row of \( \beta_{ik}(z) \), and \( \bar{\alpha}_{N_1+i,j}(z) \) is the \((i, j)\)-element of \( \alpha_{21}(z) \).

In general, the condition (4) leads to \( N_1N_2 \) determinant conditions. Each of them can be represented in a form of polynomial in \( z \) of degree \( p + q(N_1 + N_3) \): \( \Gamma_{ij}(z) = \sum_{l=1}^{p+q(N_1+N_3)} a_l z^l \), where \( a_l \) are nonlinear functions of parameters of the VARMA process. Notice that \( \Gamma_{ij} = 0 \Rightarrow a_l = 0 \) for \( i = 1, \ldots, p + q(N_1 + N_3) \) which gives restrictions for Granger noncausality.

**Example 1.** Let \( y_1 \) be a \( N = 3 \) dimensional VARMA(1,0) process, \( N_1 = N_2 = N_3 = 1 \) and assume we are interested to know whether \( y_1 \) Granger causes \( y_2 \). The restriction for such a case is
\[
\mathbf{R}_I(\psi) = \alpha_{21} = 0
\] (5)
where \( \psi \) is a vector containing all the parameters of the model and \( \psi \in \Psi \subset \mathbb{R}^k \) and \( k \) denote the dimension of \( \psi \).

**Example 2.** Let now \( y_1 \) be VARMA(1,1) process of the same dimension and partitioning as before. The determinant condition (4) leads to the following set of restrictions:
\[
\mathbf{R}_1^H(\psi) = \alpha_{11} \beta_{23} \beta_{31} - \beta_{21} \beta_{33} + \beta_{21} (\beta_{11} \beta_{33} - \beta_{13} \beta_{31}) + \alpha_{31} (\beta_{13} \beta_{21} - \beta_{11} \beta_{23}) = 0 \tag{6a}
\]
\[
\mathbf{R}_2^H(\psi) = \beta_{21} (\alpha_{11} - 2 \beta_{33} - \beta_{11}) + \beta_{23} (\alpha_{31} - \beta_{31}) = 0 \tag{6b}
\]
\[
\mathbf{R}_3^H(\psi) = \alpha_{21} - \beta_{21} = 0 \tag{6c}
\]
and let \( \mathbf{R}^H(\psi) = (\mathbf{R}_1^H(\psi), \mathbf{R}_2^H(\psi), \mathbf{R}_3^H(\psi))^\top \).

The problem of testing restrictions (5) and (6) is dealt with in Section 4.

3. Parameter restrictions for second-order Granger noncausality in GARCH models

The subsequent section consists of two parts. In the first one, we present a multivariate GARCH model with constant conditional correlations. For this model, we discuss conditions for stationarity, asymptotic properties, classical and Bayesian estimation and how it was used to model and test volatility transmissions. Finally, we present its VARMA and VAR formulations in order to derive parametric conditions for second-order Granger noncausality in the second part of the section.

---

The word `given` denoted by \( | \) in descriptions of noncausality relations does not mean probabilistic conditioning. It should be read *when there are other variables in the system grouped in . . . .*
The GARCH\((r,s)\) model and its properties. The conditional mean part of the model is described with VARMA process \(2\) whose residual term \(\epsilon_t\) has the following conditional variance process:

\[
\begin{align*}
\epsilon_t &= D_t r_t \\
r_t &\sim i.i.d.(0,P)
\end{align*}
\]

where \(D_{ti} = [\sqrt{h_{ti}}]\) for \(i = 1, \ldots, N\) is a \(N \times N\) diagonal matrix with square roots of conditional variances on the diagonal, \(r_t\) is a vector of standardized residuals that follows \(i.i.d.\) with zero mean and scale matrix \(P\).

Conditional variances of \(\epsilon_t\) follow the multivariate GARCH\((r,s)\) process of Jeantheau (1998):

\[
h_t = \omega + A(L)\epsilon_t^{(2)} + B(L)h_t
\]

where \(h_t\) is a \(N \times 1\) vector of conditional variances of \(\epsilon_t\), \(\omega\) is a \(N \times 1\) vector of constant terms, \(\epsilon_t^{(2)} = (\epsilon_t^{(2)}_1, \ldots, \epsilon_t^{(2)}_N)'\) is a vector of squared residuals, \(A(L) = \sum_{i=1}^r A_i L^i\) and \(B(L) = \sum_{i=1}^s B_i L^i\) are matrix polynomials of ARCH and GARCH effect respectively. All the matrices in \(A(L)\) and \(B(L)\) are of dimension \(N \times N\) and allow for volatility transmissions from one series to another. \(P\) is a positive definite constant conditional correlation matrix with ones on the diagonal.

The conditional covariance matrix of the residual term \(\epsilon_t\) is decomposed into \(E[\epsilon_t\epsilon_t'|l(t-1)] = H_t = D_t P D_t\). For the matrix \(H_t\) to be well defined positive definite covariance matrix, \(h_t\) have to be positive for all \(t\) and \(P\) positive definite (see Bollerslev 1990). Vector of conditional variances, \(h_t = E[\epsilon_t^{(2)}|l(t-1)]\), is also the best linear predictor of \(\epsilon_t^{(2)}\), \(h_t = P(\epsilon_t^{(2)}|l(t-1))\). The vector of unconditional variances of \(\epsilon_t\) is given by \(\sigma^2 = E[\epsilon_t^{(2)}] = E[h_t] = [I_N - A(1) - B(1)]^{-1}\omega\) for stationary GARCH\((r,s)\) process.

The VARMA\((p,q)\)-GARCH\((r,s)\) model described by \(2\), \(7\) and \(8\) that is an object of analysis in this study has its origins in constant conditional correlation GARCH (CCC-GARCH) model proposed by Bollerslev (1990). That model consisted of \(N\) univariate GARCH equations describing vector of conditional variances \(h_t\). CCC-GARCH model is equivalent to equations \(2\) and \(8\) with diagonal matrices \(A(L)\) and \(B(L)\). Its extended version, with non-diagonal matrices \(A(L)\) and \(B(L)\), was used in Karolyi (1995) and analyzed by Jeantheau (1998). He & Ter"asvirta (2004) call this model extended CCC-GARCH (ECCC-GARCH).

Jeantheau (1998) proves that GARCH\((r,s)\) model, as in \(8\), has unique, ergodic, weakly and strictly stationary solution when \(\det[I_N - A(z) - B(z)] = 0\) has its unit roots outside the unit circle. He & Ter"asvirta (2004) give sufficient conditions for the existence of the fourth moments and derives complete forth moments structure. For instance, they give the conditions for existence and analytical form of \(E[\epsilon_t^{(2)}\epsilon_t^{(2)'})\), as well as for the \(n\)th order autocorrelation matrix of \(\epsilon_t^{(2)}\), \(R_N(n) = D_N^{-1}\Gamma N(n)D_N^{-1}\), where \(\Gamma N(n) = [\gamma_{ij}(n)] = E[(\epsilon_t^{(2)} - \sigma^2)(\epsilon_{t+n}^{(2)} - \sigma^2)'\] and \(D_N = \text{diag}(\sqrt{\sigma^2})\).

The VARMA-GARCH model with constant conditional correlations has well established asymptotic properties. They can be set under the following assumptions:

**Assumption 3.**
1. All the roots of \([I_N - A(z) - B(z)] = 0\) are outside the unit circle.
2. All the roots of $|I_N - B(z)| = 0$ are outside the unit circle.

**Assumption 4.** The multivariate GARCH(r,s) model is minimal in the sense of Jeantheau (1998).

Under the assumptions 3.1 and 4 GARCH(r,s) model is stationary and identifiable. Jeantheau (1998) showed that the minimum contrast estimator for multivariate GARCH model is strongly consistent under, among others, stationarity and identifiability conditions. Ling & McAleer (2003) proved strong consistency of QMLE for VARMA-GARCH model under assumptions 1-4. Moreover, they have set asymptotic normality of QMLE provided that $E||y||^6 < \infty$.

It was already mentioned that for positive definiteness of conditional covariance matrix, $H_t$, $h_t$ has to be positive for all $t$. Usual parameter conditions for $h_t$ to be positive are $\omega > 0$ and $[A_i]_{jk}, [B_l]_{jk} \geq 0$ for $i = 1, \ldots, r, l = 1, \ldots, s$ and $j,k = 1, \ldots, N$. Conrad & Karanasos (2009) derived such conditions that some elements of $A_i, B_l (i = 1, \ldots, r; l = 1, \ldots, s)$ and even $\omega$ are allowed to be negative. Still, it is not known whether asymptotic results hold under these conditions. However, their empirical usefulness has been proven, as Conrad & Karanasos (2009) found that some parameters of the model responsible for volatility transmissions are negative.

Classical estimation with maximum likelihood method has been presented in Bollerslev (1990). The maximum likelihood estimator is an argument maximizing the likelihood function, $\hat{\psi} = \arg \max_{\psi \in \Psi} L(\psi; y)$. The log-likelihood functions for Normal and Student-t distributions are respectively:

$$l_N(\psi; y) = -\frac{TN}{2} \ln(2\pi) - \frac{1}{2} \sum_{t=1}^{T} (\ln |H_t| + \epsilon_t' H_t^{-1} \epsilon_t)$$ (9a)

$$l_t(\psi; y) = T \left[ \ln \Gamma \left( \frac{N + \nu}{2} \right) - \ln \Gamma \left( \frac{\nu}{2} \right) - \frac{N}{2} \ln(\pi(\nu - 2)) \right]$$

$$- \frac{1}{2} \sum_{t=1}^{T} \ln |H_t| - \frac{N + \nu}{2} \sum_{t=1}^{T} \ln[1 + \frac{1}{\nu - 2} \epsilon_t' H_t^{-1} \epsilon_t]$$ (9b)

where $\Gamma(.)$ is Euler’s gamma and $|.|$ a matrix determinant. Algorithms maximizing the log-likelihood function, like BHHH algorithm (see Berndt, Hall, Hall & Hausman 1974), use analytical derivatives. Fiorentini, Sentana & Calzolari (2003) provide analytical expressions for the score, Hessian, and information matrix of multivariate GARCH models with Student-t conditional distributions of residuals. In Bayesian estimation of vector GARCH models numerical integration methods are used. Vrontos, Dellaportas & Politis (2003) propose Metropolis-Hastings algorithm (see Chib & Greenberg 1995, and references therein) for the estimation of model (8).
A family of GARCH models has already been used in volatility spillovers literature. More specifically, the empirical works of Worthington & Higgs (2004) and Caporale, Pittis & Spagnolo (2006) used the BEKK-GARCH model of Engle & Kroner (1995) to prove volatility transmissions between stock exchange indices. The issue of causality in variance or second-order causality (both defined in the next paragraph) was treated by Comte & Lieberman (2000) who derived necessary and sufficient conditions on parameters of the model for second-order noncausality between two vectors of variables. No testing procedure was, however, available due to the lack of asymptotic results. Comte & Lieberman (2003) filled in the gap deriving asymptotic normal distribution for QMLE under the assumption of bounded moments of order 8 for \( \epsilon_t \). Hafner & Herwartz (2008) use the results of these two papers and propose a Wald statistics for noncausality in variance hypothesis. As a consequence of using asymptotic derivations of Comte & Lieberman (2003), the test also requires finiteness of 8th order moments of the error term. Hafner (2009) presented the conditions under which temporal aggregation in GARCH models does not influence testing of causality in variance.

Karolyi (1995) used VARMA-CCC-GARCH model to show the necessity of modeling volatility spillovers for inference about transmissions in returns of stock exchange indexes. The assumption of constant conditional correlation may be too strong for stock exchange data. CCC-GARCH model proved, however, its usefulness in modeling exchange rates volatility. In their recent study Omrane & Hafner (2009) use trivariate model for volatility spillovers between exchange rates. Conrad & Karanasos (2009) and Nakatani & Teräsvirta (2008) showed important case that volatility transmissions may be negative, the former for the system containing inflation rate and output growth, and the later for Japanese stock returns. The formal test for volatility transmissions was proposed by Nakatani & Teräsvirta (2009). Their Lagrange multiplier test statistics for the hypothesis of no volatility transmissions (\( A(L) \) and \( B(L) \) diagonal) versus volatility transmissions (\( A(L) \) and \( B(L) \) non-diagonal) assumes the existence of the 6th order moments of residual term, \( E|\epsilon_t|^6 < \infty \). Woźniak (2010) introduce the notion of Granger second-order causality and causality in variance for ECCC-GARCH models for the setting in which the vector of variables is partitioned in two parts. This was the case also for Comte & Lieberman (2000) and Hafner & Herwartz (2008) in BEKK-GARCH modeling. In this paper we extend the analysis such that an inference about causality between two (vectors of) variables is performed when in the system there are also other variables used for forecasting.

Before we introduce the notion of Granger noncausality for conditional variances, first, we present GARCH(r,s) model, \( \{ \} \), in VARMA and VAR formulations. Define a process \( v_t = \epsilon_t^{(2)} - h_t \). Then \( \epsilon_t^{(2)} \) follows a VARMA process given by:

\[
\phi(L)\epsilon_t^{(2)} = \omega + \theta(L)v_t
\]  

(10)

where \( \phi(L) = I_N - A(L) - B(L) \) and \( \theta(L) = I_N - B(L) \) are matrix polynomials of VARMA representation of GARCH(r,s) process. Suppose \( \epsilon_t^{(2)} \) and \( v_t \) are partitioned analogously as
Given assumption 3.2 VARMA process (10) is invertible and can be written in a VAR form:

\[ \Pi(L) \epsilon_i^{(2)} - \sigma^* = v_i \]

where \( \Pi(L) = \theta(L)^{-1} \phi(L) = [I_N - B(L)]^{-1}[I_N - A(L) - B(L)] \) is a matrix polynomial of VAR representation of GARCH(r,s) process and \( \sigma^* = \theta(1)^{-1} \omega \) is a constant term. Again, partitioning the vectors we rewrite (12) in the form:

\[
\begin{bmatrix}
\Pi_{11}(L) & \Pi_{12}(L) & \Pi_{13}(L) \\
\Pi_{21}(L) & \Pi_{22}(L) & \Pi_{23}(L) \\
\Pi_{31}(L) & \Pi_{32}(L) & \Pi_{33}(L)
\end{bmatrix}
\begin{bmatrix}
\epsilon_{1i}^{(2)} \\
\epsilon_{2i}^{(2)} \\
\epsilon_{3i}^{(2)}
\end{bmatrix}
= \begin{bmatrix}
\sigma_{1i}^* \\
\sigma_{2i}^* \\
\sigma_{3i}^*
\end{bmatrix}
= \begin{bmatrix}
v_{1i} \\
v_{2i} \\
v_{3i}
\end{bmatrix}.
\]

Under assumption 3 processes (10) and (12) are both stationary.

**Parameter restrictions.** In this paragraph, we present the main theoretical findings of the paper, which derive the conditions for second-order Granger noncausality for ECCGARCH model. We start with defining two concepts: Granger noncausality in variance and second-order Granger noncausality. Further, we derive the parametric conditions in Theorems 1 and 2 and discuss their novelty.

Robins et al. (1986) introduced the concept of Granger causality for conditional variances. Comte & Lieberman (2000) called this concept second-order Granger causality and distinguished it from Granger causality in variance. We define both of them in the following forms:

**Definition 2.** \( y_1 \) does not second-order Granger cause \( y_2 \) given \( y_3 \), denoted by \( y_1 \not\rightarrow y_2|y_3 \), if

\[ P\left([y_{2t} - P(y_{2t}|I(t - 1))]|^2(t - 1)\right) = P\left([y_{2t} - P(y_{2t}|I(t - 1))]|^2(t - 1)\right) \quad \forall t \in \mathbb{Z} \]

**Definition 3.** \( y_1 \) does not Granger cause \( y_2 \) in variance given \( y_3 \), denoted by \( y_1 \not\rightarrow y_2|y_3 \), if

\[ P\left([y_{2t} - P(y_{2t}|I(t - 1))]|^2(t - 1)\right) = P\left([y_{2t} - P(y_{2t}|I(t - 1))]|^2(t - 1)\right) \quad \forall t \in \mathbb{Z} \]

where \( |\cdot|^2 \) means that we square every element of a vector. The difference between the two definitions is in Hilbert spaces on which \( y_{2t} \) is projected. On the right-hand side of definition 2 we take the affine projection of \( y_{2t} \) on \( I(t - 1) \), whereas on the right-hand side of definition 3 we take the affine projection of \( y_{2t} \) on \( I_{-1}(t - 1) \). In other words, before one consider whether there is second-order Granger noncausality she/he needs first
to filter out Granger causality in mean. Further, an implicit assumption in the definition of Granger noncausality in variance is that \( y_1 \) does not Granger cause \( y_2 \), \( y_1 \not\rightarrow y_2 \). The relations between Granger noncausality, Granger noncausality in variance and second-order Granger noncausality were established in Comte & Lieberman (2000) and are as follows:

\[
y_1 \vDash y_2 | y_3 \iff (y_1 \not\rightarrow y_2 | y_3 \text{ and } y_1 \not\rightarrow y_2 | y_3).
\]

Two implications of this statement are that definitions 2 and 3 are equivalent when \( y_1 \) does not Granger cause \( y_2 \), and conversely, that when \( y_1 \) Granger causes \( y_2 \) then Granger noncausality in variance is excluded, but still \( y_1 \) may not second-order cause \( y_2 \).

Under the assumptions 1 - 4 the VARMA-GARCH models with constant conditional correlations are stationary identifiable and invertible in both of their parts: a VARMA process for \( y_t \) and for \( \epsilon_{t}^{(2)} \). One more assumption is needed in order to state noncausality relations in conditional variances process:

**Assumption 5.** The process \( \nu_t \) is covariance stationary with covariance matrix \( V_\nu \).

We now introduce a theorem in which second-order Granger noncausality relations are set:

**Theorem 1.** Let \( \epsilon_{t}^{(2)} \) follow a stationary vector autoregressive process as in (12) partitioned as in (13) that is identifiable (assumptions 1 - 5). Then, \( y_1 \) does not second-order Granger cause \( y_2 \) given \( y_3 \) (denoted by \( y_1 \not\rightarrow^2 y_2 | y_3 \)) if and only if

\[
\Pi_{21}(z) = 0 \quad \forall z \in \mathbb{C}. \tag{15}
\]

The Theorem 1 is an adaptation of Proposition 1 of Boudjellaba et al. (1992) to ECCC-GARCH models in VAR representation for \( \epsilon_{t}^{(2)} \). It sets the conditions for second-order noncausality between two (vectors of) variables when in the system there are other auxiliary variables \( y_3 \). Parametric condition (15), however, is unfit for the practical use. Therefore, evaluation of the matrix polynomial \( \Pi(z) \) is further presented in Lemma 1 and Theorem 2. The Lemma, proof of the Theorem 1 as well as proofs of other theorems from this paper can be found in Appendix A.

**Theorem 2.** Let \( \epsilon_{t}^{(2)} \) follow a stationary vector autoregressive moving average process as in (10) partitioned as in (11) that is identifiable and invertible (assumptions 1 - 5). Then \( y_1 \) does not second-order Granger cause \( y_2 \) given \( y_3 \) (denoted by \( y_1 \not\rightarrow^2 y_2 | y_3 \)) if and only if

\[
\Gamma_{ij}^{so}(z) = \det \begin{bmatrix}
\phi_{11}^{ij}(z) & \theta_{11}(z) & \theta_{13}(z) \\
\varphi_{n+1,i,j}(z) & \theta_{21}(z) & \theta_{23}(z) \\
\varphi_{j1}(z) & \theta_{31}(z) & \theta_{33}(z)
\end{bmatrix} = 0 \quad \forall z \in \mathbb{C}. \tag{16}
\]

for \( i = 1,...,N_2 \) and \( j = 1,...,N_1 \); where \( \phi_{ik}^{ij}(z) \) is the jth column of \( \phi_{ik}(z) \), \( \theta_{ik}^{ij}(z) \) is the ith row of \( \theta_{ik}(z) \), and \( \varphi_{i,j+1}(z) \) is the (i, j)-element of \( \phi_{21}(z) \).
Similarly as this was the case for restrictions (4), condition (16) leads to \( N_1N_2 \) determinant conditions. Each of them can be represented in a form of polynomial in \( z \) of degree \( \max(r, s) + s(N_1 + N_3) \): \( \Gamma_i^2(z) = \sum_{i=1}^{\max(r, s) + s(N_1 + N_3)} b_i z^i \), where \( b_i \) are nonlinear functions of parameters of GARCH process. We obtain parameter restrictions for the hypothesis of second-order Granger noncausality setting \( b_i = 0 \) for \( i = 1, \ldots, \max(r, s) + s(N_1 + N_3) \). Such restrictions are ready to be tested.

The innovation of the condition (16) is that the second-order noncausality from \( y_{1t} \) to \( y_{2t} \) is analyzed when there are other variables in the system collected in the vector \( y_{3t} \). The restrictions can even be used for big systems of variables. In Granger causality analysis this is particularly important to consider sufficiently large set of variables. Sims (1980) on the example of vector moving average model showed that the Granger causal relation may appear in the model due to omitted variables problem. Further, Lütkepohl (1982) showed that because of the omitted variables problem a noncausality relation may arrive. The conclusion of these two papers is maintained for second-order causality in multivariate GARCH models: one should consider sufficiently large set of variables in order to avoid omitted variables bias problem.

The condition (16) generalizes results from other studies. Comte & Lieberman (2000) derive alike restriction for BEKK-GARCH model with the difference that vector \( y_t \) is partitioned only into two sub-vectors \( y_{1t} \) and \( y_{2t} \). Woźniak (2010) does the same for ECCC-GARCH model. The fact that the vector of variables is partitioned in three and not only two sub-vectors has serious implications for testing Granger causality relations in conditional variances. Notice that under such conditions, the formulation of some hypotheses is not even possible. This is because, in general, the fact that \( y_{1t} \overset{so}\rightarrow y_{2t} \) (which can be written as \( y_{1t} \overset{so}\rightarrow (y_{2t}, y_{3t}) \)) does not imply that \( y_{1t} \overset{so}\rightarrow y_{2t} | y_{3t} \) or that \( y_{1t} \overset{so}\rightarrow y_{3t} | y_{2t} \). Moreover, the results of Woźniak (2010) are nested in the condition (16) by setting \( N_3 = 0 \).

To conclude this section we illustrate the derivation of the parameter restrictions for several processes that are often used in empirical works.

**Example 3.** Let \( y_t \) be trivariate GARCH(1,1) process \( (N = 3 \text{ and } r = s = 1) \). Then VARMA process for \( \epsilon_t^{(2)} \) is as follows:

\[
\begin{bmatrix}
1 - (A_{11} + B_{11})L & -(A_{12} + B_{12})L & -(A_{13} + B_{13})L \\
-(A_{21} + B_{21})L & 1 - (A_{22} + B_{22})L & -(A_{23} + B_{23})L \\
-(A_{31} + B_{31})L & -(A_{32} + B_{32})L & 1 - (A_{33} + B_{33})L
\end{bmatrix}
\begin{bmatrix}
\epsilon_t^{21} \\
\epsilon_t^{22} \\
\epsilon_t^{23}
\end{bmatrix}
= \begin{bmatrix}
\omega_1 \\
\omega_2 \\
\omega_3
\end{bmatrix}
+ \begin{bmatrix}
1 - B_{11}L & -B_{12}L & -B_{13}L \\
-B_{21}L & 1 - B_{22}L & -B_{23}L \\
-B_{31}L & -B_{32}L & 1 - B_{33}L
\end{bmatrix}
\begin{bmatrix}
\nu_{1t} \\
\nu_{2t} \\
\nu_{3t}
\end{bmatrix}.
\]

(17)

If an investigator is interested in testing the hypothesis \( y_{1t} \overset{so}\rightarrow y_{2t} | y_{3t} \) then applying Theorem 2 she/he obtains the following set of restrictions:

\[
R_1^{(III)}(\psi) = A_{11}(B_{23}B_{31} - B_{21}B_{33}) + A_{31}(B_{13}B_{21} - B_{11}B_{23}) = 0 \quad \text{(18a)}
\]

\[
R_2^{(III)}(\psi) = A_{11}B_{21} + A_{31}B_{23} = 0 \quad \text{(18b)}
\]
\[ R_{II}^I(\psi) = A_{21} = 0. \quad (18c) \]

If an investigator is interested in testing the hypothesis \( y_1 \not\rightarrow (y_2, y_3) \), then from Theorem 2 the conditions are given by:

\[
\det \begin{bmatrix}
1 - (A_{11} + B_{11})z & 1 - B_{11}z \\
-(A_{11} + B_{11})z & -B_{11}z
\end{bmatrix} = 0 \quad \text{for } i = 2, 3,
\]

which results in restrictions:

\[
R_{IV}^1(\psi) = A_{11}B_{21} = 0 \quad \text{and} \quad R_{IV}^2(\psi) = A_{21} = 0 \quad (19a)
\]

\[
R_{IV}^3(\psi) = A_{11}B_{31} = 0 \quad \text{and} \quad R_{IV}^4(\psi) = A_{31} = 0. \quad (19b)
\]

**Example 4.** Let \( \epsilon_i^{(2)} \) follow \( N = 3 \) dimensional ARCH(\( r \)) process and one is interested whether \( y_1 \) second-order Granger causes \( y_2 \) (given \( y_3 \)). The restriction for such a case is

\[
R_{IV}(\psi) = A_{i;21} = 0 \quad \text{for } i = 1, \ldots, r. \quad (20)
\]

### 4. Bayesian testing of noncausality in VARMA-GARCH models

In the following section, the problem of testing restrictions on parameters of the original VARMA-GARCH model is considered. Apart from deriving tests for Granger causality and second-order Granger causality hypotheses separately, we propose a joint test of the parametric restrictions from conditions (4) and (16). Thus, not only do we emphasize the role of joint modeling of transmissions in conditional mean and conditional variance processes, but we present a complete set of tools for the underlying analysis as well. Moreover, a Bayesian testing procedure is proposed as a solution for some of the drawbacks of the classical tests.

We start with presenting a classical Wald test of Boudjellaba et al. (1992) for the parameter restrictions for Granger noncausality in VARMA process. The Wald test has this desirable feature that it requires estimating only the most general model. What is not required, is the estimation of restricted models. Thus, estimating one model one can do both: perform testing procedure and analyze the parameters responsible for transmissions. Before a test can be performed an investigator should first estimate the VARMA-GARCH model and derive a set of parametric restrictions from condition (4). The Wald statistics is given by

\[
W(\hat{\psi}_m) = TR(\hat{\psi}_m)' [T(\hat{\psi}_m)' V(\hat{\psi}_m) T(\hat{\psi}_m)]^{-1} R(\hat{\psi}_m) \quad (21)
\]

where \( \psi_m \) is a sub-vector of \( \psi \) containing the parameters used in \( l_m \times 1 \) vector of parametric restrictions \( R(\psi_m) \), \( V(\hat{\psi}_m) \) is the asymptotic covariance matrix of \( \sqrt{T}(\hat{\psi}_m - \psi_m) \), and \( T(\hat{\psi}_m) \) is a \( m \times l_m \) matrix of derivatives

\[
T(\hat{\psi}_m) = \left. \frac{\partial R(\psi_m)}{\partial \psi_m} \right|_{\psi_m = \hat{\psi}_m}.
\]
Under the null hypothesis of Granger noncausality $W(\hat{\psi}_m)$ has asymptotic $\chi^2(l_m)$ distribution. However, in equation (21) $T(\psi_m)$ must be of full rank. Boudjellaba et al. (1992) claims that this is not always the case under the true null hypothesis and derive sequential testing procedure. The procedure has however this drawback that it might not be conclusive (for details on the testing procedure see Boudjellaba et al., 1992).

Summarizing, in order to test Granger noncausality conditions for VARMA model, like restrictions (6), an investigator can use classical Wald test statistic that has well known properties. It has a limitation as well in the form of full rank condition for the matrix of first derivatives of the parametric restrictions $R(\psi_m)$ with respect to $\psi_m$.

Suppose that $\psi_n$ contains the parameters that appear in the restrictions for second-order Granger noncausality for multivariate GARCH model derived from condition (16). In order to test such restrictions Wald test can also be used with test statistics $W(\hat{\psi}_n)$. Given that $\sqrt{T}(\hat{\psi}_n - \psi_n)$ has asymptotic normal distribution the test statistic has $\chi^2(l_n)$ asymptotic distribution. Still, the asymptotic covariance matrix of the parametric restrictions, $[T(\hat{\psi}_n)'V(\hat{\psi}_n)T(\hat{\psi}_n)]$ may under the null hypothesis be singular. Moreover, as Ling & McAleer (2003) proved, $\sqrt{T}(\hat{\psi}_n - \psi_n)$ has asymptotic normal distribution under the condition of existence of 6th order moments of $y_t$. For many financial time series analyzed with multivariate GARCH models this may not be the case, as such data are often leptokurtic and the existence of higher order moments is uncertain.

The joint test of Granger noncausality and second-order Granger noncausality is a simple generalization of the two separate tests. Suppose that $\psi_{mn}$ stacks the parameters from restrictions derived from conditions (4) and (16). The Wald test statistics for such a hypothesis is simply $W(\hat{\psi}_{mn})$ and is asymptotically $\chi^2(l_m + l_n)$ distributed. It also inherits the properties and limitations from both of separate tests.

We propose an alternative approach to testing. The Bayesian procedure presented in subsequent part overcomes the limitations of the Wald test. More specifically, singularities of the asymptotic covariance matrix of restrictions are excluded by construction and the assumptions of existence of higher order moments of time series are relaxed. Before, we explain in details solutions to this problem, a necessary introduction to Bayesian inference is first presented.

In Bayesian approach the model is fully specified by a prior distribution and a likelihood function. The prior distribution, $p(\psi)$, reflects the knowledge about the parameters that an investigator has before seeing the data, $y$. Of course, if one prefers not to perturb the inference with subjective beliefs she/he may choose to use uninformative prior distribution. Further, the prior beliefs are updated with information from the data that is represented by the likelihood function, $L(\psi; y)$. As a result of the update a posterior distribution of parameters of the model is obtained. The posterior distribution is proportional to the product of the prior distribution and the likelihood function

$$p(\psi|y) \propto L(\psi; y)p(\psi).$$

Suppose that the investigator is interested in some function of parameters, $g(\psi)$. Given the posterior distribution of parameters, a posterior distribution of function $g(\cdot)$ is computed automatically, $p(g(\psi)|y)$. Moreover, every characteristics of this distribution is
available. For instance, a posterior mean of \( g(\psi) \) is calculated by definition of the expected value by integrating the product of the function and its distribution over the whole parameter space

\[
E[g(\psi)|y] = \int_{\psi \in \Psi} g(\psi)p(g(\psi)|y)d\psi.
\]

In order to evaluate such integral numerical methods need to be employed for GARCH models, as analytical forms are not known.

Let \( g(\psi) = \mathbf{R}(\psi) = \mathbf{R}, \) i.e. noncausality restrictions as in (6) or (18), be a \( l \times 1 \) vector containing the values of function of interest. Then its posterior distribution is \( p(\mathbf{R}(\psi)|y) \) and posterior expected value and covariance matrix are respectively \( E[\mathbf{R}(\psi)|y] \) and \( V[\mathbf{R}(\psi)|y] \). Now, let \( \{ \mathbf{R}(\psi_i) \}_{i=1}^{S_1} \) be a sample of \( S_1 \) drawn from the stationary posterior distribution \( p(\mathbf{R}(\psi)|y) \) obtained with one of the numerical integration methods. Then one estimates the posterior mean and the covariance matrix with:

\[
E[\mathbf{R}(\psi)|y] = S_1^{-1} \sum_{i=1}^{S_1} \mathbf{R}(\psi_i) \tag{22}
\]

\[
V[\mathbf{R}(\psi)|y] = S_1^{-1} \sum_{i=1}^{S_1} [\mathbf{R}(\psi_i) - E[\mathbf{R}(\psi)|y]] [\mathbf{R}(\psi_i) - E[\mathbf{R}(\psi)|y]]' \tag{23}
\]

Define a scalar function \( \kappa : \mathbb{R}^l \to \mathbb{R}^+ \) by

\[
\kappa(\mathbf{R}) = [\mathbf{R} - E[\mathbf{R}(\psi)|y]] [V[\mathbf{R}(\psi)|y]^{-1} [\mathbf{R} - E[\mathbf{R}(\psi)|y]]' \tag{24}
\]

where \( \mathbf{R} \) is an argument of the function, \( E[\mathbf{R}(\psi)|y] \) and \( V[\mathbf{R}(\psi)|y] \) are defined in (22) and (23). The function \( \kappa \) is a positive semidefinite quadratic form of a real-valued vector. It gives a measure of the deviation of the value of the vector of restrictions from its posterior mean, \( \mathbf{R} - E[\mathbf{R}(\psi)|y] \), rescaled by positive definite posterior covariance matrix, \( V[\mathbf{R}(\psi)|y] \). Notice that the positive definite covariance matrix is a characteristic of the posterior distribution and by construction cannot be singular as long as the restrictions are linearly independent. I use function \( \kappa \) in order to test the noncausality conditions.

Suppose \( \{ \mathbf{R}_i \}_{i=S_1+1}^{S_2} \) is a sample of \( S_2 \) draws from the stationary posterior distribution \( p(\mathbf{R}(\psi)|y) \). Using the transformation \( \kappa \) of the restrictions \( \mathbf{R} \) one obtain a sample of \( S_2 \) draws of \( \kappa(\mathbf{R}_i) \) from the posterior distribution \( p(\kappa(\mathbf{R})|y) \). The testing procedure for the null hypothesis of noncausality and the alternative hypothesis of causality is as follows:

**Step 1** Draw \( \{ \kappa(\mathbf{R}_i) \}_{i=S_1+1}^{S_2} \) from \( p(\kappa(\mathbf{R})|y) \).

**Step 2** Construct the Highest Posterior Density region of probability \( \pi \) (HPD\( _\pi \)) for \( \kappa(\mathbf{R}) \).

**Step 3** Compute \( \kappa(0) \).
Step 4 If $\kappa(0) \notin \text{HPD}_\pi$, then reject the null hypothesis, whereas if $\kappa(0) \in \text{HPD}_\pi$, do not reject it.

The test based of the Highest Posterior Density region of $\kappa(R)$ has several significant differences in comparison to classical tests. First of all, in Bayesian inference the observed data are treated as given, and given the data one proceeds with posterior inference. On the contrary, in classical approach dataset is an output of the data generating process conditioned on the parameters. This difference comes from the fact that classical estimation is based on the likelihood function which is identical to the conditional distribution of data given parameters. As a consequence, crucial for classical tests resampling properties are senseless in Bayesian approach.

Further, the posterior distribution is the distribution of the parameters of the model given the data. This means that it is the finite sample distribution of the parameters. Therefore, also the test is based on the exact finite sample distribution. In contrast, in classical inference for GARCH models only the asymptotic distribution of the estimator of the parameters is available. Since there is no need to refer to asymptotic theory in this study, there is also no need to keep its assumptions. As a result, the Bayesian test relaxes the assumptions of existence of higher order moments. Only the existence of fourth order moments is assumed (see Assumption 5) in comparison to the assumption of existence of sixth order moments in a classical derivation of the asymptotic distribution of QMLE.

5. Granger causality analysis of exchange rates

So far the methods of analysis and testing of causality in VARMA-GARCH models were presented. In the following section I use the derived conditions and Bayesian testing procedure in order to analyze the relations between series of exchange rates. This way we learn about the structure of integration of the series. Moreover, testing the dependencies I check the economic theory of efficiency of exchange rates markets. For instance, if the null hypothesis of second-order noncausality between time series is rejected, then we also reject efficiency of the exchange rates market. In the same manner, we prove that the market dynamics exhibits volatility persistence due to private information or heterogeneous beliefs.

I illustrate the use of the methods and testing of the economic theory with three time series of daily exchange rates. The series, all denominated in Euro, are Swiss franc (CHF/EUR), British pound (GBP/EUR) and United States dollar (USD/EUR). I analyze a series of logarithmic rates of return expressed in percentage points, $y_t = 100(\ln x_t - \ln x_{t-1})$, where $x_t$ are levels of the exchange rates. The time span of the series begins in September 16, 2008 and ends in October 22, 2010, which gives $T = 539$ observations for each of the series. The analyzed period starts a day after Lehman Brothers filed for Chapter 11 bankruptcy protection. Rationales behind this choice is that the series and its volatility in that period do not contain a structural break. Indeed, from Figure B.1 we see that the series exhibit a usual pattern of financial time series. The periods of higher and smaller volatility are driven by clustering of inflow of news modeled by GARCH processes.
I estimate a trivariate VAR(1)-GARCH(1,1) model in order to perform analysis and testing. The model with constant conditional correlations is obtained by setting the order of VARMA process (3) to \((p, q) = (1, 0)\) and the order of GARCH process (8) to \((r, s) = (1, 1)\). I also choose the Student-t likelihood function (9b) that allows to model outliers that may appear in the data and are a common feature of the financial time series. I use the prior specification that I claim to be uninformative, but at the same time consists of proper probability distributions. For the constant conditional correlations, \(\rho\), I assume a uniform distribution on interval \((-1, 1)\), \(p(\rho) = U(-1, 1)\). For the degrees of freedom parameter, \(\nu\), of the Student-t likelihood function a truncated normal distribution with mean 2 and standard deviation 50 is assumed, \(p(\nu) = N(2, 50)1(\nu \geq 2)\), where \(1(.)\) is an indicator function equal to 1 when a condition in the brackets holds, and 0 otherwise. The choice of such a prior distribution means that a priori with probability equal to 0.57 the values of the parameter above 30 will appear. Consequently, the same prior probability is given to a normal likelihood function which is approximated with Student-t likelihood function with the degrees of freedom parameter value above 30. For the remaining \(k-4\) parameters, \(\psi_{k-4}\), I assume a truncated to the parameter space, \(\psi \in \Psi\), multivariate normal distribution with zero mean and covariance matrix containing 100 on a diagonal and zeros elsewhere, \(p(\psi_{k-4}) = N^{k-4}(0, 100I_{k-4})1(\psi_{k-4} \in \Psi_{k-4})\). Such a prior is practically flat on the parameter space, and thus, uninformative. I also assume that the three groups of parameters are a priori independent: 
\[
p(\psi) = p(\psi_{k-4})p(\nu)p(\rho).
\]

For the Bayesian estimation I use the Metropolis-Hastings algorithm adopted for GARCH models by Vrontos et al. (2003). Having calibrated the covariance matrix of the sampling distribution of the algorithm the simulation is initiated by any starting values for parameters from the parameter space. After \(S_{\text{out}}\) steps of the algorithm, samples \(S_1\) and \(S_2\) of parameters from the ergodic posterior distribution are drawn. The convergence of the algorithm to the stationary posterior distribution is checked with cum-sum plots. From the samples \(\{\psi_i\}_{i=1}^{S_1}\) and \(\{\psi_i\}_{i=S_1+S_2}\), samples of \(R(\psi)\) from \(p(R(\psi)|y)\) and of \(\kappa(R)\) from \(p(\kappa(R)|y)\) are computed and the testing procedure described in Section 4 is performed.

I start the empirical investigation with analysis of the interaction between the returns of the time series. The results are presented in Table C.1 where the null hypotheses of Granger noncausality in conditional means are tested. Clearly, interactions in returns are apparent and very strong. The following relations are established by rejecting the null hypothesis of noncausality in favor of the alternative hypothesis of Granger causality between series. The Swiss franc exchange rate has strong impact on the British pound as well as on British pound and U.S. dollar taken jointly. Further, British pound influences the U.S. dollar and U.S. dollar and Swiss franc taken jointly. Finally, The U.S. dollar strongly influences Swiss franc and also has an impact on British pound. These effects are significant no matter if franc and pound are taken jointly or separately. I conclude the analysis of interactions between the returns of the exchange rates with the finding that each of the series is strongly influenced by two remaining series from the system.

The pattern for the network of interactions between returns of the series is changed
for volatilities. In Table C.2 the results of testing second-order Granger noncausality are presented. Second-order noncausality is only tested when before interactions in mean were filtered out. Two basic causal relations in conditional variances are established. Namely, Swiss franc’s volatility affects British pound’s volatility and is influenced by U.S. dollar’s volatility. This very clearly sets a network of connections in risk. Further, each of the exchange rates influences both of the remaining taken jointly. However, only the dollar is significantly affected by franc and pound taken jointly.

The results of noncausality analysis in conditional mean and conditional variance processes imply the noncausality in variance relations. From (14) one sees that the noncausality in variance relation is the strongest concept as it implies and is implied by both: Granger noncausality and second-order noncausality. Therefore, only noncausality relations established for the first and the second conditional moments imply noncausality in variance. Such implied noncausality in variance relations are that British pound does not cause in variance Swiss franc and Swiss franc does not cause in variance U.S. dollar.

However, testing does not confirm these implications fully. In Table C.3 I present the results of testing of noncausality in variance hypotheses. Two noncausality relations cannot be rejected. British pound does not cause in variance Swiss franc, a relation that is actually implied. Further, U.S. dollar does not cause in variance British pound. This finding is not implied by previous results. The relation that is implied and that does not find support in joined testing is that franc does not cause dollar in variance. In general, all other null hypotheses are rejected, which proves that the integration of the exchange rates is strong. The integration process is present not only in returns, but in risk as well.

The finding that the implied structure of noncausals in variance is not supported by joint testing is however possible. Notice that Granger noncausality and second-order noncausality relations are not independent. The rationale behind this statement is that the parameters of VARMA and GARCH processes are not independent and are in fact correlated. Therefore, the importance of joint testing is even more legitimate.

6. Conclusions

I presented a framework in which an investigator may analyze causal relations between time series. The conditions for noncausality between conditional variances of the time series were derived. Taken together with conditions for noncausality in conditional mean process they give a complete toolbox for testing economic theory and analysis of integration of the markets or assets. In order to test the conditions I propose a Bayesian test which avoids some of the problems of classical testing and as well as relaxes its assumptions.
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Appendix A. Lemmas and Proofs

Proof of the Theorem

From (13) (a constant term dropped in this proof without the loss of generality) it follows that $\sum_{i=1}^{3} \Pi_{2i}(L)e^{(2)}_{it} = \nu_{2t}$. Writing $\Pi_{2i}(L) = \delta_{2i}I_{m} - \sum_{k=1}^{\infty} \Pi_{2i(k)}L^{k}$, $i = 1, 2, 3$, where $\delta_{ij}$ denotes the Kronecker delta and $I_{m}$ stands for the identity matrix, we have:

$$e^{(2)}_{2t} = \sum_{i=1}^{3} Z_{it} + \nu_{2t} \tag{A.1}$$

where

$$Z_{it} = \sum_{k=1}^{\infty} \Pi_{2i(k)}e^{(2)}_{t-k}, \quad i = 1, 2, 3. \tag{A.2}$$

From (A.1) we have

$$P(e^{(2)}_{2t}|l^{2}(t-1)) = \sum_{i=1}^{3} Z_{it} \tag{A.3}$$

because $\nu_{i}$ is orthogonal to $l^{2}(t-1)$. Further,

$$P(e^{(2)}_{2t}|l^{2}_{-1}(t-1)) = P(Z_{1t}|l^{2}_{-1}(t-1)) + Z_{2t} + Z_{3t}. \tag{A.4}$$

If $\Pi_{21}(z) \equiv 0$, then we have $Z_{1t} = 0$, so that $P(Z_{1t}|l^{2}_{-1}(t-1)) = 0$. From (A.3) and (A.4) it follows that $P(e^{(2)}_{2t}|l^{2}(t-1)) = P(e^{(2)}_{2t}|l^{2}_{-1}(t-1)) = Z_{2t} + Z_{3t}$. The if part of the proof is completed.

Conversely, if $y_{1}$ does not second-order Granger cause $y_{2}$ (given $y_{3}$), then $P(e^{(2)}_{2t}|l^{2}(t-1)) = P(e^{(2)}_{2t}|l^{2}_{-1}(t-1))$. From A.3 and A.4 it follows that $Z_{1t} = P(Z_{1t}|l^{2}_{-1}(t-1))$. That is, the components of $Z_{1t}$ are contained in the closed span $l^{2}_{-1}(t-1)$. Therefore we can find sequences of matrices

$$\{\Pi_{22(k)}^{K} : k = 1, \ldots, K\}_{K=1}^{\infty} \quad \text{and} \quad \{\Pi_{23(k)}^{K} : k = 1, \ldots, K\}_{K=1}^{\infty}$$

such that:

$$\sum_{k=1}^{K} \Pi_{22(k)}^{(K)}e^{(2)}_{2t-k} + \sum_{k=1}^{K} \Pi_{23(k)}^{(K)}e^{(2)}_{3t-k} \rightarrow -Z_{1t} \tag{A.5}$$
where \( q.m. \) refers to convergence in quadratic mean (as \( K \to \infty \)).

From (A.2) for \( i = 1 \) and from (A.5) we get:

\[
\sum_{k=1}^{K} D^{(K)}_{k} e^{(2)}_{t-k} \overset{q.m.}{\to} 0 \tag{A.6}
\]

where \( D^{(K)} = (\Pi^{(K)}_{21(k)}, \Pi^{(K)}_{22(k)}, \Pi^{(K)}_{23(k)}) \), \( k = 1, ..., K \) and \( K \geq 1 \) is the \( N_2 \times N \) matrix.

Multiplying the left hand side of (A.6) by \( v'_{t-1} \), we have: \( \sum_{k=1}^{K} D^{(K)}_{k} e^{(2)}_{t-k} v'_{t-1} \overset{L_1}{\to} 0 \), where \( \overset{L_1}{\to} 0 \) means convergence in the \( L_1 \) norm (as \( K \to \infty \)). Hence \( \sum_{k=1}^{K} D^{(K)}_{k} E[e^{(2)}_{t-k} v'_{t-1}] = D^{(K)}_{1} V \to 0 \), because

\[
E[e^{(2)}_{t-k} v'_{t-1}] = \begin{cases} V & k = 1 \\ 0 & k > 1. \end{cases}
\]

With the matrix \( V \) being nonsingular, we have \( D^{(K)}_{1} \to 0 \). Hence \( \Pi^{(1)}_{21} = 0 \). Similarly, multiplying the left hand side of (A.6) by \( v'_{t-2} \), we find that \( D^{(K)}_{1} E[e^{(2)}_{t-1} v'_{t-2}] + D^{(K)}_{2} V \to 0 \), so that \( D^{(K)}_{2} V \to 0 \), and \( \Pi^{(2)}_{21} = 0 \). And so on for \( k = 3, 4, \ldots \) Thus \( \Pi^{(k)}_{21} = 0 \), \( k \geq 1 \) and \( \Pi^{(z)}_{21} \equiv 0 \).

**Lemma 1.** Let \( e^{(2)}_t \) follow a stationary vector autoregressive moving average process as in (10) partitioned as in (11) that is identifiable and invertible (assumptions 1 - 5). Then \( y_1 \) does not second-order Granger cause \( y_2 \) given \( y_3 \) (denoted by \( y_1 \overset{so}{\rightarrow} y_2 | y_3 \)) if and only if

\[
\hat{\varphi}_{21}(z) - \hat{\vartheta}_{21}(z)\hat{\vartheta}_{11}(z)^{-1}\hat{\varphi}_{11}(z) = 0 \quad \text{for } |z| < \delta \tag{A.7}
\]

where \( \delta \) is some positive constant and \( \hat{\varphi}_{ij}(z) \) and \( \hat{\vartheta}_{ij}(z) \) are defined by:

\[
\hat{\varphi}_{ij}(z) = \varphi_{ij}(z) - \vartheta_{i3}(z)\vartheta_{33}(z)^{-1}\vartheta_{3j}(z) \quad i, j = 1, 2 \tag{A.8a}
\]

\[
\hat{\vartheta}_{ij}(z) = \varphi_{ij}(z) - \vartheta_{i3}(z)\vartheta_{33}(z)^{-1}\vartheta_{3j}(z) \quad i, j = 1, 2 \tag{A.8b}
\]

**Proof of the Lemma 1**

Process (10) or (11) being invertible (assumption 32) can be expressed as an infinite autoregressive process \( \Pi(L)e^{(2)}_t = v_t \) as in (12) and (13), where \( \Pi(L) = \vartheta(L)^{-1}\varphi(L) = I_{N_2} - \sum_{i=1}^{\infty} AB^{i-1}L^i = [\Pi_{ij}(L)]_{i,j=1,2,3} \). From Theorem 1, we know that \( y_1 \) does not second-order Granger cause \( y_2 \) if and only if \( \Pi^{(2)}_{21} = 0 \), \( \forall z \in \mathbb{C} \). We thus need to evaluate \( \Pi^{(2)}_{21} \).

Notice, process (10) or (11) are exactly in the same form as process (2.5) of Boudjellaba et al. (1994) and \( \Pi(L) = \vartheta(L)^{-1}\varphi(L) \) is the same subprocess as in Proposition 1 of Boudjellaba et al. (1992) that is used in the proof of Theorem 3 of Boudjellaba et al. (1994). The proof evaluates the matrix \( \Pi^{(2)}_{21}(L) \), and therefore applies also to (15) which gives (A.7), and concludes this proof.
Proof of the Theorem

By Lemma 1, $y_1$ does not second-order Granger cause $y_2$ if and only if condition (A.7) holds. In order to prove (16) apply Theorem 4 of Boudjellaba et al. (1994) and matrix transformations given in its proof.
Appendix B. Data

Figure B.1: Data plot: (CHF/EUR, GBP/EUR, USD/EUR)

The graph presents logarithmic rates of return expressed in percentage points \( y_t = 100(\ln x_t - \ln x_{t-1}) \) of three exchange rates: Swiss franc, British pound and United States dollar all denominated in Euro. The data from September 16, 2008 to October 22, 2010 of length \( T = 539 \) were downloaded from the European Central Bank website (http://sdw.ecb.int/browse.do?node=2018794).
Appendix C. Results of hypotheses testing

Table C.1: Results of testing: Granger noncausality hypotheses

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>( .HPD_{.95} )</th>
<th>( .HPD_{.99} )</th>
<th>( \kappa(0) )</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_1 \xrightarrow{G} y_2</td>
<td>y_3 )</td>
<td>4.37</td>
<td>10.011</td>
<td>2137.382**</td>
</tr>
<tr>
<td>( y_1 \xrightarrow{G} y_3</td>
<td>y_2 )</td>
<td>3.599</td>
<td>9.094</td>
<td>2.029</td>
</tr>
<tr>
<td>( y_2 \xrightarrow{G} y_1</td>
<td>y_3 )</td>
<td>3.834</td>
<td>8.293</td>
<td>2.467</td>
</tr>
<tr>
<td>( y_2 \xrightarrow{G} y_3</td>
<td>y_1 )</td>
<td>3.611</td>
<td>7.554</td>
<td>558.389**</td>
</tr>
<tr>
<td>( y_3 \xrightarrow{G} y_1</td>
<td>y_2 )</td>
<td>3.816</td>
<td>5.957</td>
<td>7.291**</td>
</tr>
<tr>
<td>( y_3 \xrightarrow{G} y_2</td>
<td>y_1 )</td>
<td>3.515</td>
<td>6.0</td>
<td>4.395*</td>
</tr>
<tr>
<td>( y_1 \xrightarrow{G} (y_2, y_3) )</td>
<td>7.287</td>
<td>11.751</td>
<td>2143.91**</td>
<td>C.3.1.</td>
</tr>
<tr>
<td>( y_2 \xrightarrow{G} (y_1, y_3) )</td>
<td>6.074</td>
<td>10.406</td>
<td>562.548**</td>
<td>C.3.2.</td>
</tr>
<tr>
<td>( y_3 \xrightarrow{G} (y_1, y_2) )</td>
<td>5.832</td>
<td>7.963</td>
<td>13.24**</td>
<td>C.3.3.</td>
</tr>
<tr>
<td>((y_1, y_2) \xrightarrow{G} y_3 )</td>
<td>6.369</td>
<td>10.636</td>
<td>588.395**</td>
<td>C.3.4.</td>
</tr>
<tr>
<td>((y_1, y_3) \xrightarrow{G} y_2 )</td>
<td>6.368</td>
<td>11.253</td>
<td>2244.26**</td>
<td>C.3.5.</td>
</tr>
<tr>
<td>((y_2, y_3) \xrightarrow{G} y_1 )</td>
<td>6.039</td>
<td>8.988</td>
<td>12.366**</td>
<td>C.3.6.</td>
</tr>
</tbody>
</table>

The table presents the results of testing of hypotheses of Granger noncausality. The hypotheses are stated in the first column, where \( \xrightarrow{G} \) is as in Definition 1, \( y_1 = \text{CHF/EUR} \), \( y_2 = \text{GBP/EUR} \) and \( y_3 = \text{USD/EUR} \). Second and third columns contain upper bounds of the one side highest posterior density region (\( HPD_{\pi} \)) for \( \pi \) equal to .95 and .99 respectively. Fourth column presents the value of function \( \kappa \) defined in (24) that represents its values for the null hypothesis of noncausality from the first column. We use ** when the value of \( \kappa(0) \notin HPD_{.99} \) and * when \( \kappa(0) \notin HPD_{.95} \) and \( \kappa(0) \in HPD_{.99} \). The last column gives reference to figures with graphical representation of the results of testing.
<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$\text{HPD}_{.95}$</th>
<th>$\text{HPD}_{.99}$</th>
<th>$\kappa(0)$</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_1 \overset{so}{\rightarrow} y_2 \parallel y_3$</td>
<td>9.565</td>
<td>17.307</td>
<td>18.146**</td>
<td>C.4.1.</td>
</tr>
<tr>
<td>$y_1 \overset{so}{\rightarrow} y_3 \parallel y_2$</td>
<td>8.951</td>
<td>15.439</td>
<td>4.417</td>
<td>C.4.2.</td>
</tr>
<tr>
<td>$y_2 \overset{so}{\rightarrow} y_1 \parallel y_3$</td>
<td>10.872</td>
<td>17.856</td>
<td>6.63</td>
<td>C.4.3.</td>
</tr>
<tr>
<td>$y_2 \overset{so}{\rightarrow} y_3 \parallel y_1$</td>
<td>12.89</td>
<td>22.223</td>
<td>3.955</td>
<td>C.4.4.</td>
</tr>
<tr>
<td>$y_3 \overset{so}{\rightarrow} y_1 \parallel y_2$</td>
<td>8.661</td>
<td>26.683</td>
<td>20.865*</td>
<td>C.4.5.</td>
</tr>
<tr>
<td>$y_3 \overset{so}{\rightarrow} y_2 \parallel y_1$</td>
<td>11.503</td>
<td>14.904</td>
<td>3.488</td>
<td>C.4.6.</td>
</tr>
<tr>
<td>$y_1 \overset{so}{\rightarrow} (y_2, y_3)$</td>
<td>10.842</td>
<td>13.486</td>
<td>20.936**</td>
<td>C.5.1.</td>
</tr>
<tr>
<td>$y_2 \overset{so}{\rightarrow} (y_1, y_3)$</td>
<td>11.491</td>
<td>19.174</td>
<td>20.736**</td>
<td>C.5.2.</td>
</tr>
<tr>
<td>$y_3 \overset{so}{\rightarrow} (y_1, y_2)$</td>
<td>11.491</td>
<td>19.174</td>
<td>20.736**</td>
<td>C.5.3.</td>
</tr>
<tr>
<td>$(y_1, y_2) \overset{so}{\rightarrow} y_3$</td>
<td>16.269</td>
<td>27.569</td>
<td>37.183**</td>
<td>C.5.4.</td>
</tr>
<tr>
<td>$(y_1, y_3) \overset{so}{\rightarrow} y_2$</td>
<td>17.853</td>
<td>28.243</td>
<td>7.773</td>
<td>C.5.5.</td>
</tr>
<tr>
<td>$(y_2, y_3) \overset{so}{\rightarrow} y_1$</td>
<td>15.318</td>
<td>24.175</td>
<td>23.096*</td>
<td>C.5.6.</td>
</tr>
</tbody>
</table>

The table presents the results of testing of hypotheses of second-order Granger noncausality. The hypotheses are stated in the first column, where $\overset{so}{\rightarrow}$ is as in Definition 2 and $y_1 = \text{CHF/EUR, } y_2 = \text{GBP/EUR and } y_3 = \text{USD/EUR.}$

* the value of $\kappa(0) \not\in \text{HPD}_{.99}$
* the value of $\kappa(0) \not\in \text{HPD}_{.95}$ and $\kappa(0) \in \text{HPD}_{.99}$
<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>$\text{HPD}_{.95}$</th>
<th>$\text{HPD}_{.99}$</th>
<th>$\kappa(0)$</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_1 \overset{\triangleright}{\rightarrow} y_2</td>
<td>y_3$</td>
<td>10.186</td>
<td>17.468</td>
<td>308.149**</td>
</tr>
<tr>
<td>$y_1 \overset{\triangleright}{\rightarrow} y_3</td>
<td>y_2$</td>
<td>11.768</td>
<td>16.447</td>
<td>11.918*</td>
</tr>
<tr>
<td>$y_2 \overset{\triangleright}{\rightarrow} y_1</td>
<td>y_3$</td>
<td>11.481</td>
<td>18.57</td>
<td>7.86</td>
</tr>
<tr>
<td>$y_2 \overset{\triangleright}{\rightarrow} y_3</td>
<td>y_1$</td>
<td>13.634</td>
<td>23.336</td>
<td>15.314*</td>
</tr>
<tr>
<td>$y_3 \overset{\triangleright}{\rightarrow} y_1</td>
<td>y_2$</td>
<td>9.924</td>
<td>26.731</td>
<td>31.247**</td>
</tr>
<tr>
<td>$y_3 \overset{\triangleright}{\rightarrow} y_2</td>
<td>y_1$</td>
<td>12.072</td>
<td>15.659</td>
<td>8.194</td>
</tr>
<tr>
<td>$y_1 \overset{\triangleright}{\rightarrow} (y_2, y_3)$</td>
<td>13.152</td>
<td>15.438</td>
<td>338.67**</td>
<td>C.7.1.</td>
</tr>
<tr>
<td>$y_2 \overset{\triangleright}{\rightarrow} (y_1, y_3)$</td>
<td>14.29</td>
<td>20.799</td>
<td>60.369**</td>
<td>C.7.2.</td>
</tr>
<tr>
<td>$y_3 \overset{\triangleright}{\rightarrow} (y_1, y_2)$</td>
<td>13.498</td>
<td>20.058</td>
<td>30.826**</td>
<td>C.7.3.</td>
</tr>
<tr>
<td>$(y_1, y_2) \overset{\triangleright}{\rightarrow} y_3$</td>
<td>19.075</td>
<td>29.685</td>
<td>112.201**</td>
<td>C.7.4.</td>
</tr>
<tr>
<td>$(y_1, y_3) \overset{\triangleright}{\rightarrow} y_2$</td>
<td>19.424</td>
<td>29.257</td>
<td>494.053**</td>
<td>C.7.5.</td>
</tr>
<tr>
<td>$(y_2, y_3) \overset{\triangleright}{\rightarrow} y_1$</td>
<td>17.127</td>
<td>25.855</td>
<td>96.782**</td>
<td>C.7.6.</td>
</tr>
</tbody>
</table>

The table presents the results of testing of hypotheses of Granger noncausality in variance. The hypotheses are stated in the first column, where $\overset{\triangleright}{\rightarrow}$ is as in Definition 2 and $y_1 = \text{CHF/EUR}$, $y_2 = \text{GBP/EUR}$ and $y_3 = \text{USD/EUR}$.

** the value of $\kappa(0) \not\in \text{HPD}_{.99}$

* the value of $\kappa(0) \not\in \text{HPD}_{.95}$ and $\kappa(0) \in \text{HPD}_{.99}$
Figure C.2: Results of testing: Granger noncausality hypotheses I

1. $y_1 \not\rightarrow y_2 | y_3$
   $\kappa(0) = 2137.38$

2. $y_1 \not\rightarrow y_3 | y_2$
   $\kappa(0) = 2.03$

3. $y_2 \not\rightarrow y_1 | y_3$
   $\kappa(0) = 2.46$

4. $y_2 \not\rightarrow y_3 | y_1$
   $\kappa(0) = 558.39$

5. $y_3 \not\rightarrow y_1 | y_2$
   $\kappa(0) = 7.29$

6. $y_3 \not\rightarrow y_2 | y_1$
   $\kappa(0) = 4.4$
Figure C.3: Results of testing: Granger noncausality hypotheses II

1. $y_1 \overset{G}{\rightarrow} (y_2, y_3)$  
   \[ \kappa(0) = 2143.91 \]

2. $y_2 \overset{G}{\rightarrow} (y_1, y_3)$  
   \[ \kappa(0) = 562.55 \]

3. $y_3 \overset{G}{\rightarrow} (y_1, y_2)$  
   \[ \kappa(0) = 13.24 \]

4. $(y_1, y_2) \overset{G}{\rightarrow} y_3$  
   \[ \kappa(0) = 588.39 \]

5. $(y_1, y_3) \overset{G}{\rightarrow} y_2$  
   \[ \kappa(0) = 2244.26 \]

6. $(y_2, y_3) \overset{G}{\rightarrow} y_1$  
   \[ \kappa(0) = 12.37 \]
Figure C.4: Results of testing: second-order Granger noncausality

1. $y_1 \overset{SO}{\rightarrow} y_2 | y_3$

2. $y_1 \overset{SO}{

3. $y_2 \overset{SO}{\rightarrow} y_1 | y_3$

4. $y_2 \overset{SO}{\rightarrow} y_3 | y_1$

5. $y_3 \overset{SO}{\rightarrow} y_1 | y_2$

6. $y_3 \overset{SO}{\rightarrow} y_2 | y_1$
1. $y_1 \xrightarrow{G2} (y_2, y_3)$

2. $y_2 \xrightarrow{G2} (y_1, y_3)$

3. $y_3 \xrightarrow{G2} (y_1, y_2)$

4. $(y_1, y_2) \xrightarrow{G2} y_3$

5. $(y_1, y_3) \xrightarrow{G2} y_2$

6. $(y_2, y_3) \xrightarrow{G2} y_1$
Figure C.6: Results of testing: Granger noncausality in variance hypotheses

1. $y_1 \rightarrow y_2 | y_3$
   $\kappa(0) = 308.15$

2. $y_1 \rightarrow y_3 | y_2$
   $\kappa(0) = 11.92$

3. $y_2 \rightarrow y_1 | y_3$
   $\kappa(0) = 7.86$

4. $y_2 \rightarrow y_3 | y_1$
   $\kappa(0) = 15.31$

5. $y_3 \rightarrow y_1 | y_2$
   $\kappa(0) = 31.25$

6. $y_3 \rightarrow y_2 | y_1$
   $\kappa(0) = 8.19$
Figure C.7: Results of testing: Granger noncausality in variance hypotheses II

1. $y_1 \not\rightarrow (y_2, y_3)$
   \[ \kappa(0) = 338.67 \]

2. $y_2 \not\rightarrow (y_1, y_3)$
   \[ \kappa(0) = 60.37 \]

3. $y_3 \not\rightarrow y_1 | y_2$
   \[ \kappa(0) = 30.83 \]

4. $(y_1, y_2) \not\rightarrow y_3$
   \[ \kappa(0) = 112.2 \]

5. $(y_1, y_3) \not\rightarrow y_2$
   \[ \kappa(0) = 494.05 \]

6. $(y_2, y_3) \not\rightarrow y_1$
   \[ \kappa(0) = 96.78 \]