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Abstract

Adequate modelling of undesirable outputs is a key aspect for any performance analysis of economic systems. A nonparametric approach assuming jointly weak disposability of desirable and undesirable outputs inspired by Shephard (1974) has gained substantial popularity in addressing this issue. Recently, researchers were offered an alternative that is to use multiple scaling factors (rather than a single one as in the Shephard’s (1974) approach) when imposing weak disposability in practice. In this paper we discover new properties and relationships between the two approaches, which in turn sheds some new light on the problem and offers reconciling solutions.
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1 Introduction

Modelling undesirable (bad) outputs is an important and challenging task in economics analysis. On the one hand, this might attribute to the modern view on sustainable development which raises the importance of harmonizing economic development with the healthiness of natural systems. On the other hand, from the management viewpoint, it is also necessary to fully account for bad outputs as they might have considerable impacts on production processes.\(^1\) Several examples below well illustrate that modelling undesirable outputs has been strongly motivated in a wide variety of industries.

In 1989, Färe et al., by investigating paper mills operating in the U.S., demonstrated that conventional production analysis may be seriously misleading if they ignore undesirable outputs which are subject to different degrees of regulatory constraint across the dataset. In the banking industry, Park and Weber (2006) claimed that nonperforming loans might appear and be written off eventually, raising a need for an efficiency measure to account for these undesirable by-products. Also underlining the importance of accounting for bad outputs in the lending process, Fukuyama and Weber (2010) included nonperforming loans in their network structure model to analyze the performance of Japanese banks. In energy production, a recent survey of Sueyoshi et al. (2017) indicated that the matter of bad outputs receives serious attention from a large number of researchers since pollution, particularly \(CO_2\) emission, can have severe consequences on development of a sustainable society. Zhou et al. (2008) studied the carbon emission performance of eight world regions and found that different types of environmental technologies are likely to have distinguishable effects on efficiency measurement. In analyzing performance of hospitals, Arocena and García-Prado (2007) also highlighted the relevance of bad outputs (quality issues) in ensuring that efficiency gains are not with reduction in service quality.

In the literature, mathematical models of production date back to at least some classical works of Samuelson (1947); Dorfman et al. (1958); Shephard (1953, 1970).\(^2\)

\(^1\)There is also an analogous phenomenon regarding inputs termed congestion (see Färe and Svensson, 1980, for a theoretical discussion).
Early treatments of bad outputs in production analysis appeared in works of Baumol and Oates (1975, 1988) who treated them as freely (strongly) disposable inputs. Here it is worth noting that weak and strong disposability of inputs was first modelled in activity analysis models (AAM) by Shephard (1974). Following up on Shephard (1970, 1974), Färe and Grosskopf (1983b) introduced a weak output measure of technical efficiency to evaluate loss due to lack of free disposability of bad outputs. Its empirical illustration can be found in, e.g., an application to steam electric plants in the U.S. by Färe et al. (1986). Using a different approach, Pittman (1983) extended the multilateral productivity index introduced by Caves, Christensen and Diewert (1982) to model undesirable outputs. In contrast, following Shephard (1974), Färe et al. (1989) developed and implemented a performance measure accounting for bad outputs which differed from Pittman (1983) in two major points: (i) an enhanced hyperbolic efficiency measure was used instead of the superlative productivity index, and (ii) nonparametric AAM was employed rather than a parametric model (translog transformation function). Since Färe et al. (1989), the framework where inputs and good outputs are strongly disposable whereas bad outputs are jointly weak disposable with good outputs has been applied widely in the growing stream of nonparametric research on bad outputs.

In a comment to the paper of Hailu and Veeman (2001), Färe and Grosskopf (2003) clarified the framework under variable returns to scale (VRS), emphasizing the importance of a parameter representing jointly weak disposability of good and bad outputs in AAM as inspired by Shephard (1974). Subsequently, Kuosmanen (2005) proposed to use multiple scaling parameters in lieu of a single one (as since Shephard (1974)), which started an ongoing debate on whether a single or multiple scaling factors should be used.

Under constant returns to scale (CRS) and nonincreasing returns to scale (NIRS),

---

2 Note that most early works on weak and strong disposability focused on inputs, including Borts and Mishan (1962); Maxwell (1965); Sitorus (1966); McFadden (1978); Färe and Svensson (1980); Färe and Grosskopf (1983a); Färe et al. (1983). Subsequently, weak disposability of outputs appeared in Färe and Grosskopf (1983b); Färe et al. (1985). See Färe et al. (1994) for a more detailed literature review.

3 The Google Scholar web search found about 17,600 results for “weak disposability” and “bad outputs” and about 15,500 results for “weak disposability” and “undesirable outputs” (as of July 23, 2017).
the two approaches are identical since both of the single and multiple scaling factors collapse to unity in the optimization problem (Färe and Grosskopf, 2009). However, it might be too restrictive to assume CRS or NIRS in production analysis (Tyteca, 1996). Indeed, under CRS and to some extent under NIRS, efficiency of an individual may be measured towards peer firms of very different sizes whereas under VRS, efficiency is measured towards peer firms of more similar sizes. In this article we shed some new light on the relationship between the two approaches under VRS from various theoretical perspectives.

In a nutshell, the contribution of this paper is twofold. Firstly, we present new theoretical findings which to some extent help reconcile the two approaches. Secondly, we point out and prove several important properties of reference technology sets which have not been unveiled before and propose a new additional reference technology set. This yields a more complete taxonomy that can be considered as an extension of the spectrum of reference technology sets in the traditional context (without bad outputs) which was constructed mainly from a series of works in Management Science (Banker et al., 1984; Banker and Maindiratta, 1986; Petersen, 1990; Bogetoft, 1996; Bogetoft et al., 2000). Using this taxonomy, researchers can opt for a reference technology set which matches with their particular purposes, production technologies, and datasets.

The paper is organized as follows. Section 2 formalizes the key concepts and notions in nonparametric production analysis and summarizes the ongoing debate. Section 3 presents our theoretical findings, including new theorems, numerical evidence and a taxonomy of reference technology sets. Section 4 concludes. Proofs of new theorems are presented in Appendix A.
2 Preliminaries

2.1 Foundation

We denote inputs, good outputs and bad outputs by column vectors \( x \in \mathbb{R}_+^N \), \( v \in \mathbb{R}_+^M \), and \( w \in \mathbb{R}_+^J \), respectively.\(^4\) The true (or hypothetical) production technology is represented by

\[
Y = \{(v, w, x) \in \mathbb{R}_+^M \times \mathbb{R}_+^J \times \mathbb{R}_+^N : x \text{ can produce } (v, w)\}. \tag{1}
\]

Equivalently, \( Y \) can be characterized via the output correspondence \( P : \mathbb{R}_+^N \to 2^{\mathbb{R}_+^M \times \mathbb{R}_+^J} \) which defines the output sets

\[
P(x) = \{(v, w) \in \mathbb{R}_+^M \times \mathbb{R}_+^J : (v, w, x) \in Y\}, \quad x \in \mathbb{R}_+^N, \tag{2}
\]

or via the input correspondence \( L : \mathbb{R}_+^M \times \mathbb{R}_+^J \to 2^{\mathbb{R}_+^N} \) which defines the input requirement sets

\[
L(v, w) = \{x \in \mathbb{R}_+^N : (v, w, x) \in Y\}, \quad (v, w) \in \mathbb{R}_+^M \times \mathbb{R}_+^J. \tag{3}
\]

Next, we adopt the axiomatic approach to production theory of Shephard (1953, 1970) and Färe and Primont (1995) by assuming that \( Y \) satisfies several standard regularity axioms as follows.

A1 No free lunch: \( (v, w, 0) \notin Y \ \forall (v, w) \geq 0 \).\(^5\)

A2 Producing nothing is possible: \( \exists x_o \in \mathbb{R}_+^N : (0, 0, x) \in Y \ \forall x \geq x_o \).\(^6\)

A3 \( P(x) \) is bounded for all \( x \in \mathbb{R}_+^N \).

\(^4\)The concepts and notations we use are inspired by Shephard (1953, 1970); Färe (1988); Kuosmanen (2005); Kuosmanen and Podinovski (2009); Podinovski and Kuosmanen (2011).

\(^5\)For \( a, b \in \mathbb{R}^m \), \( "a \geq b" \) or \( "b \leq a" \) means all elements of \( a \) is greater than or equal to the corresponding elements of \( b \) (i.e., \( a - b \in \mathbb{R}_+^m \)), \( "a \geq b" \) or \( "b \leq a" \) means \( "a \geq b" \) and at least one element of \( a \) is greater than the corresponding element of \( b \) (i.e., \( a - b \in \mathbb{R}_+^m \setminus \{0_m\} \)); \( "a > b" \) or \( "b < a" \) means all elements of \( a \) are greater than the corresponding elements of \( b \) (i.e., \( a - b \in \mathbb{R}_+^m \)).

\(^6\)\( x_o \) represents a minimum cost which might be needed to establish the production, e.g., fixed cost.
A4 $Y$ is a closed set.

A5 Strong disposability of inputs: $(v, w, x) \in Y \Rightarrow (v, w, x^*) \in Y \forall x^* \geq x$.

A6 Strong disposability of good outputs: $(v, w, x) \in Y \Rightarrow (v^*, w, x) \in Y \forall v^* \leq v$.

A7 Jointly weak disposability of good outputs and bad outputs: $(v, w, x) \in Y \Rightarrow (\theta v, \theta w, x) \in Y \forall \theta \in [0, 1]$.

Axiom A7 reflects that bad outputs cannot be disposed freely. Instead, they must be reduced in proportion to the reduction of good outputs (see, e.g., Shephard (1970, 1974); Färe et al. (1989); Chung et al. (1997); Färe et al. (2005), for more discussions).

Last but not least, in the lemma below we recall duality between quasiconcavity of the input (output) correspondence and the output (input requirement) sets, which was mentioned in Shephard (1953, 1970); Färe (1988).

**Lemma 1.** Given a technology set $Y$, we have

(a) The output correspondence $P$ characterizing $Y$ is quasiconcave if and only if the input requirement set $L(v, w)$ is convex for all $(v, w) \in \mathbb{R}_+^M \times \mathbb{R}_+^J$.

(b) The input correspondence $L$ characterizing $Y$ is quasiconcave if and only if the output set $P(x)$ is convex for all $x \in \mathbb{R}_+^N$.

Proof. See Appendix B.

### 2.2 Implementing jointly weak disposability of good and bad outputs in AAM

In practice, $Y$ is unknown and must be estimated from a sample of observations: $\mathcal{X}_K = \{(v^k, w^k, x^k) : k = 1, \ldots, K\}$ assuming Axioms A1-A7. Although Axiom A7

\footnote{There are several terms used to refer to the parameter $\theta$, e.g., “abatement factor” (Kuosmanen, 2005), “disposability parameter” or “scaling factor” (Färe and Grosskopf, 2009). In this paper we call $\theta$ “scaling factor”.

\footnote{Several studies also impose null-jointness of good and bad outputs: $(v, 0, x) \in Y \Rightarrow v = 0$.

\footnote{A correspondence $R : \mathbb{R}^n \to 2^{\mathbb{R}^m}$ is quasiconcave on $\mathbb{R}^n$ if $R((1 - \lambda)a + \lambda b) \supseteq R(a) \cap R(b) \forall a, b \in \mathbb{R}^n, \lambda \in [0, 1]$ (Shephard, 1953, 1970; Färe, 1988).

\footnote{It is worth noting that convexity is not invoked as a prior axiom here.}}
is conceded widely in studies concerning undesirable outputs, how to implement it in nonparametric AAM is still debatable as mentioned in Section 1. Färe and Grosskopf (2003), in the spirit of Shephard (1974), clarified an estimation of $Y$ under VRS as follows:

$$
\hat{Y}_{FG}(\mathscr{S}_K) = \left\{ (v, w, x) : v \leq \theta \sum_{k=1}^{K} z^k v^k; w = \theta \sum_{k=1}^{K} z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k = 1; z^k \geq 0, k = 1, \ldots, K; 0 \leq \theta \leq 1 \right\}.
$$

(4)

Subsequently, Kuosmanen (2005) proposed another estimator of $Y$ under VRS:

$$
\hat{Y}_{K}(\mathscr{S}_K) = \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta^k z^k v^k; w = \sum_{k=1}^{K} \theta^k z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k = 1; z^k \geq 0, 0 \leq \theta^k \leq 1, k = 1, \ldots, K \right\}.
$$

(5)

It is worth noting that the only difference between the two approaches lies at the parameter representing Axiom A7: a single scalar $\theta$ is used in $\hat{Y}_{FG}(\mathscr{S}_K)$ whereas in $\hat{Y}_{K}(\mathscr{S}_K)$ each observation is given a different parameter ($\theta^1, \ldots, \theta^K$). For this reason, henceforward we refer to the former and latter methods as the single and multiple scaling factor approaches, respectively. Kuosmanen and Podinovski (2009) were the first to point out that $\hat{Y}_{K}(\mathscr{S}_K)$ is the smallest convex reference technology set derived from the dataset $\mathscr{S}_K$. Meanwhile, Färe and Grosskopf (2009) claimed that $\hat{Y}_{FG}(\mathscr{S}_K)$ satisfies convexity of output sets.

Recently, Podinovski and Kuosmanen (2011) pointed out that $\hat{Y}_{FG}(\mathscr{S}_K)$ is not the smallest hull of the data satisfying convexity of output sets and proposed two new estimators of $Y$ on the basis of relaxation of convexity. Firstly, Podinovski and Kuosmanen (2011) imposed convexity on only the output sets and proposed a minimal reference technology set satisfying this condition. In light of Lemma 1, its respective input correspondence is quasiconcave. Therefore, we will refer to this estimator as quasiconcave-input-correspondence estimator of the technology set with free dispos-
ability of inputs and good outputs and jointly weak disposability of good and bad outputs, denoted by \( \hat{Y}_{QC}(\mathcal{S}_K) \). The mathematical expression of \( \hat{Y}_{QC}(\mathcal{S}_K) \) is:

\[
\hat{Y}_{QC}(\mathcal{S}_K) = \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta_k z^k v^k; \ w = \sum_{k=1}^{K} \theta_k z^k w^k; \ z^k = 1; \ z^k \geq 0, 0 \leq \theta_k \leq 1, \text{if } z^k > 0 \text{ then } x \geq x^k, k = 1, \ldots, K \right\}. \tag{6}
\]

The second estimator proposed by Podinovski and Kuosmanen (2011) assumes no convexity at all and is defined as:

\[
\hat{Y}_{QFDH}(\mathcal{S}_K) = \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta_k z^k v^k; \ w = \sum_{k=1}^{K} \theta_k z^k w^k; \ x \geq \sum_{k=1}^{K} z^k x^k; \ z^k = 1; \ z^k \in \{0, 1\}, 0 \leq \theta_k \leq 1, k = 1, \ldots, K \right\}. \tag{7}
\]

This estimate resembles the Free Disposal Hull (FDH) introduced by Deprins et al. (1984), except that an additional equation related to bad outputs is added to the set of constraints and the scaling parameters \( \theta_k \ (k = 1, \ldots, K) \) appear in constraints on good and bad outputs. Hence, in this paper we will refer to this estimator as quasi-free-disposal-hull estimator of the technology set with free disposability of inputs and good outputs and jointly weak disposability of good and bad outputs, denoted by \( \hat{Y}_{QFDH}(\mathcal{S}_K) \). We provide a graphical depiction of the four estimators \( \hat{Y}_{\mathcal{X}}, \hat{Y}_{\mathcal{Y}}, \hat{Y}_{QC}, \) and \( \hat{Y}_{QFDH} \) in Appendix C.

### 3 Theoretical discussion

#### 3.1 Interaction between disposability and returns to scale

Basically, in order to construct a reference technology set for AAM, one needs to use two important characteristics: (i) disposability, which is represented by the scaling parameters, inequality and equality signs in constraints regarding inputs, good and bad outputs, and (ii) returns to scale, which is represented by constraints on intensity.
variables $z$ and their sum. In principle, the reference technology set estimated by the single scaling factor approach is always a subset of that estimated by the multiple scaling factor approach. However, returns to scale can partially compensate for disposability in the sense that it adds to reference technology sets activities which are not included when only disposability is assumed. Particularly, under CRS and NIRS, the scaling parameters are unnecessary in AAM (i.e., they can be set to 1) (Färe and Grosskopf, 2009), hence the single and multiple scaling factor approaches are identical.

Next we investigate the VRS case by a numerical example. Consider a dataset consisting of two firms $B_1$ and $B_2$ using the same amount of inputs to produce one good output and one bad output $(v, w)$: $B_1 = (2, 1)$ and $B_2 = (1, 2)$ (Figure 1). The reference technology set extrapolated by assuming VRS, strong disposability of $v$ and jointly weak disposability of $v$ and $w$ are the shaded area in Figure 1c. On the one hand, the VRS assumption helps include points lying in the triangle $B_1B_2B_3$, which are omitted when only strong disposability of $v$ and jointly weak disposability of $v$ and $w$ are assumed (Figure 1a). On the other hand, compared to Figure 1d, points lying in the triangle $OB_1B_4$ are excluded from the reference technology set due to jointly weak disposability of $v$ and $w$. In addition, when $B_1$ moves along the segment $B_1B_4$ toward $B_4$, the reference technology set inflates and approaches the set associated with the case where $v$ is strongly disposable (Figure 1d).

The above example well illustrates the ability of returns to scale in adding to reference technology sets (without regard to whether the single or multiple scaling factor approach is used) activities which are not included when only the disposability characteristic is employed.

### 3.2 When do the two paradigms coincide?

As mentioned in Section 3.1, the single and multiple scaling factor approaches are known to be identical in three cases: (i) CRS, (ii) NIRS, and (iii) VRS if $x^1 = \cdots = x^K$. Under VRS, we discover more cases which imply several important implications. Prior

---

\[11\] Note that the reference technology sets estimated by two approaches are alike if all decision-making-units (DMUs) use the same amount of inputs (Kuosmanen and Podinovski, 2009).
Figure 1: Illustration of interaction between disposability and returns to scale in construction of output sets. SD stands for Strong Disposability, WD stands for Weak Disposability.

to presenting these new results, we highlight two interesting and obvious properties below.

P1 \( \hat{Y}_{FG}(S_K) \subseteq \hat{Y}_K(S_K) \) for any \( S_K \).

P2 \( \hat{Y}_{FG}(S_{K_1}) \subseteq \hat{Y}_{FG}(S_{K_2}), \hat{Y}_X(S_{K_1}) \subseteq \hat{Y}_X(S_{K_2}) \) for any \( S_{K_1} \subseteq S_{K_2} \).

The following theorem shows a special case where two estimators \( \tilde{Y}_{FG} \) and \( \tilde{Y}_X \) yield identical reference technology sets.

**Theorem 1.** For any \( S_K \), we have

(a) \( \tilde{Y}_X(S_K \cup \{(\tilde{v}, \tilde{w}, \tilde{x})\}) = \tilde{Y}_X(S_K) \) \( \forall (\tilde{v}, \tilde{w}, \tilde{x}) \in \tilde{Y}_X(S_K) \),

(b) \( \tilde{Y}_{FG}(S^*_K) = \tilde{Y}_X(S^*_K) = \tilde{Y}_X(S_K) \) where \( S^*_K = S_K \cup \{(0_M, 0_J, x^K)\}_{k=1}^K \).
Proof. See Appendix A.1.

Theorem 1a hints that the fact that an extrapolated activity becomes an observed one does not change the reference technology set estimated by $\hat{Y}_K$. Meanwhile, this does not always hold true for $\hat{Y}_{QD}$. Interestingly, when inactivity DMUs $(0_M, 0_J, x^k) (k = 1, \ldots, K)$ become observed ones, $\hat{Y}_{QD}$ and $\hat{Y}_X$ produce identical reference technology sets. Note that those inactivity DMUs, which appear in $\hat{Y}_{QD}(\mathcal{I}_K)$ as extrapolated DMUs, are hypothetical (i.e., not observed in reality) but theoretically feasible by Axiom A2. Equally important, it can be deduced from Theorem 1 that multiple scaling factors are unnecessary if the dataset is of the form similar to $\mathcal{I}_K$, i.e., for any input vector observed, there exists in the sample an inactivity DMU corresponding to that input vector.

Furthermore, we discover that both of the single and multiple scaling factor approaches are definitely identical when convexity of $Y$ is relaxed partly or entirely. First, note that estimators $\hat{Y}^{QC}_{\mathcal{I}_X}$ and $\hat{Y}^{QFDH}_{\mathcal{I}_X}$, proposed by Podinovski and Kuosmanen (2011) as mention in Section 2.2, follow the multiple scaling factor approach. Naturally, we consider their analogues following the single scaling factor approach that is to replace different scaling factors $\theta_1, \ldots, \theta_K$ by only a single $\theta$. We denote these analogues by $\hat{Y}^{QC}_{\mathcal{I}_D}$ and $\hat{Y}^{QFDH}_{\mathcal{I}_D}$, respectively. The mathematical expression of $\hat{Y}^{QC}_{\mathcal{I}_D}(\mathcal{I}_K)$ is:

$$
\hat{Y}^{QC}_{\mathcal{I}_D}(\mathcal{I}_K) = \left\{(v, w, x) : v \leq \theta \sum_{k=1}^{K} z^k v^k; w = \theta \sum_{k=1}^{K} z^k w^k; \sum_{k=1}^{K} z^k = 1; 0 \leq \theta \leq 1; z^k \geq 0, \text{ if } z^k > 0 \text{ then } x \geq x^k, k = 1, \ldots, K \right\}.
$$ (8)

Clearly, $\hat{Y}^{QC}_{\mathcal{I}_D}(\mathcal{I}_K)$ is a subset of $\hat{Y}^{QC}_{\mathcal{I}_X}(\mathcal{I}_K)$ since setting $\theta_1 = \ldots = \theta_K = \theta$ in $\hat{Y}^{QC}_{\mathcal{I}_X}(\mathcal{I}_K)$ gives $\hat{Y}^{QC}_{\mathcal{I}_D}(\mathcal{I}_K)$. It turns out that $\hat{Y}^{QC}_{\mathcal{I}_X}(\mathcal{I}_K)$ and $\hat{Y}^{QC}_{\mathcal{I}_D}(\mathcal{I}_K)$ are, in fact, always identical as summarized in the following theorem.

**Theorem 2.** For any $\mathcal{I}_K$, we have

$$
\hat{Y}^{QC}_{\mathcal{I}_D}(\mathcal{I}_K) = \hat{Y}^{QC}_{\mathcal{I}_X}(\mathcal{I}_K).
$$ (9)
Proof. See Appendix A.2.

The implication of Theorem 2 is twofold. Firstly, it contributes to reconciliation of the single and multiple scaling factor approaches as the two turn out to be identical when only convexity of output sets is assumed. Secondly, it helps reduce the number of optimization variables in related AAM optimization problems since only one variable $\theta$ is used in $\hat{Y}_{\mathcal{Fg}}^{QC}(\mathcal{S}_K)$ instead of $K$ variables $\theta^1, \ldots, \theta^K$ in $\hat{Y}_{\mathcal{PH}}^{QC}(\mathcal{S}_K)$. Note that this reduction can be very substantial when the sample size is large (e.g., 999 variables can be eliminated for a sample of 1000 observations). Hence, the computational speed can be improved significantly, especially in situations where optimization problems are nonlinear due to several efficiency measures (e.g., the hyperbolic efficiency measure by Färe et al. (1989)). To illustrate, for each $K \in \{100, 200, 500, 1000\}$, we generated 1000 datasets $\mathcal{S}_K$ where $N, M, J = 2$, $v_k^i, w_k^i, x_k^i \sim \text{Uniform}(1, 10)$ for all $k = 1, \ldots, K$, $i = 1, 2$. For each dataset $\mathcal{S}_K$, we used $\hat{Y}_{\mathcal{Fg}}^{QC}$ and $\hat{Y}_{\mathcal{PH}}^{QC}$ to estimate the efficiency score of the first observation in $\mathcal{S}_K$ using the directional distance function measure (DDF) (Diewert, 1983; Chambers et al., 1996, 1998):

$$DDF(v, w, x) = \max_{\alpha} \{\alpha : (v + \alpha g_v, w - \alpha g_w, x - \alpha g_x) \in Y\},$$

where $g_v, g_w, g_x$ are directional vectors with all elements equal to 1.

The results show that the estimation following the single scaling factor approach ($\hat{Y}_{\mathcal{Fg}}^{QC}$) is, on average, faster than that following the multiple scaling factor approach ($\hat{Y}_{\mathcal{PH}}^{QC}$). Moreover, the timing gap inflates as the sample size increases, e.g., when $K = 1000$, the average runtime of the program based on $\hat{Y}_{\mathcal{PH}}^{QC}$ is about 1.66 times that based on $\hat{Y}_{\mathcal{Fg}}^{QC}$ (Figure 2). Such a difference is particularly substantial if one needs to use bootstrap or other simulation-based methods requiring many replications.

Next, we consider the mathematical expression of $\hat{Y}_{\mathcal{Fg}}^{QFDH}$ (i.e., the analogue of

12Configuration of the machine used for simulation: Intel Core i5-5200 CPU 2.20Ghz (4CPUs), 8192MB RAM. Optimization is done using the mix-integer linear programming solver “intlinprog” of MATLAB® (version R2017a 64-bit) with the same options (e.g., tolerance, maximum iterations) for both approaches.
\[ \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QFDH}}(\mathcal{S}_K) = \left\{ (v, w, x) : v \leq \theta \sum_{k=1}^{K} z^k v^k; w = \theta \sum_{k=1}^{K} z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k; \right. \]

\[ \left. \sum_{k=1}^{K} z^k = 1; 0 \leq \theta \leq 1; z^k \in \{0, 1\}, k = 1, \ldots, K \right\}. \]  

(11)

Again, \( \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QFDH}}(\mathcal{S}_K) \) is a subset of \( \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QFDH}}(\mathcal{I}_K) \) since \( \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QC}}(\mathcal{I}_K) \) can be obtained from \( \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QFDH}}(\mathcal{I}_K) \) by setting \( \theta^1 = \ldots = \theta^K = \theta \). Interestingly, these two estimators are also identical as described below.

**Theorem 3.** For any \( \mathcal{I}_K \), we have

\[ \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QFDH}}(\mathcal{I}_K) = \hat{Y}_{\mathcal{F} \mathcal{X}}^{\text{QFDH}}(\mathcal{S}_K). \]  

(12)

**Proof.** See Appendix A.3.

Theorem 3 also contributes to reconciling the single and multiple scaling factor approaches by confirming that they are identical when no convexity is assumed. Unlike the case of Theorem 2, it is unnecessary to compare computational speed between opti-
mization problems based on $\hat{Y}^{QFDH}_{\mathcal{K}}$ and $Y^{QFDH}_{\mathcal{F}}$ since their computational procedures are identical and similar to that of the traditional FDH.\(^{13}\)

3.3 A taxonomy of reference technology sets

Until Podinovski and Kuosmanen (2011), the works contributed to the debate regarding the single and multiple scaling factor approaches have led to four estimators of the true technology: $\hat{Y}_{\mathcal{K}}$, $\hat{Y}^{QC}_{\mathcal{F}}$, and $\hat{Y}^{QFDH}_{\mathcal{K}}$. These estimators can be classified according to parts of the true technology imposed with convexity: the whole technology ($\hat{Y}_{\mathcal{K}}$), only the output sets ($\hat{Y}_{\mathcal{F}}$ and $\hat{Y}^{QC}_{\mathcal{F}}$), and no convexity at all ($\hat{Y}^{QFDH}_{\mathcal{K}}$).

Interestingly, about two decades ago the literature had somewhat a similar debate with respect to the conventional AAM without bad outputs, which forms up a spectrum of reference technology sets by relaxing the assumption of convexity: (i) the true technology is convex (Banker et al., 1984), (ii) the true technology is not necessarily convex, but both of the output sets and input sets are convex (Bogetoft, 1996; Bogetoft et al., 2000), (iii) only the output sets are convex (Petersen, 1990), (iv) only the input sets are convex (Petersen, 1990), and (v) no convexity at all (Deprins et al., 1984). We summarize these cases in Table 1.

Table 1: A spectrum of reference technology sets where all outputs are desirable

<table>
<thead>
<tr>
<th>Parts of technology imposed with convexity</th>
<th>Reference technology sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) The whole technology</td>
<td>Banker et al. (1984)</td>
</tr>
<tr>
<td>(ii) Both output and input requirement sets</td>
<td>Bogetoft (1996), Bogetoft et al. (2000)</td>
</tr>
<tr>
<td>(iii) Only output sets</td>
<td>Petersen (1990)</td>
</tr>
<tr>
<td>(iv) Only input requirement sets</td>
<td>Petersen (1990)</td>
</tr>
<tr>
<td>(v) No convexity at all</td>
<td>Deprins et al. (1984)</td>
</tr>
</tbody>
</table>

The debate between the single and multiple scaling factor approaches naturally complements the above debate with undesirable outputs taken into consideration. On the basis of this recognition, we summarize a taxonomy of reference technology sets for the AAM with undesirable outputs under VRS, which comprises five categories

\(^{13}\)Podinovski and Kuosmanen (2011) also mentioned the procedure for computing $\hat{Y}^{QFDH}_{\mathcal{K}}$ in practice. By definition, only one of $z^k$’s is equal to 1 while the others are zero. Thus, optimization using $Y^{QFDH}_{\mathcal{F}}$ and $Y^{QFDH}_{\mathcal{K}}$ can be done by optimizing $K$ sub-problems corresponding to $z^k = 1$ and $z^l = 0$ ($l \neq k$) where $k$ varies from 1 to $K$, which are the same for both $Y^{QFDH}_{\mathcal{F}}$ and $Y^{QFDH}_{\mathcal{K}}$, and then take the optimal of the $K$ sub-problems.
similar to Table 1. In order to achieve this goal, we point out some properties of the current reference technology sets which have not been unveiled before and also propose a new reference technology set to fill in the taxonomy. The first property to reveal is described in the following theorem.

**Theorem 4.**

(a) For any \( S_K \), the input requirement sets of \( \hat{Y}_{\mathcal{I}}(\mathcal{I}_K) \) are convex.

(b) The input requirement sets of \( \hat{Y}_{\mathcal{Q}C}(\mathcal{I}_K) \) and therefore of \( \hat{Y}_{\mathcal{Q}C}(\mathcal{I}_K) \) are not necessarily convex for any \( S_K \).

*Proof.* See Appendix A.4. \( \square \)

On the one hand, Theorem 4a unveils that \( \hat{Y}_{\mathcal{I}}(\mathcal{I}_K) \), which satisfies convexity of output sets (Färe and Grosskopf, 2009), also satisfies convexity of input requirement sets. As it does not always satisfy convexity of the entire technology (Podinovski and Kuosmanen, 2011), we can place it in the category (ii) – both input sets and output sets are convex, but not necessarily the entire technology. On the other hand, Theorem 4b suggests that \( \hat{Y}_{\mathcal{Q}C}(\mathcal{I}_K) \) (or equivalently, \( \hat{Y}_{\mathcal{Q}C}(\mathcal{I}_K) \) by Theorem 2), which was proved to be the smallest set satisfying convexity of output sets (Podinovski and Kuosmanen, 2011), does not always satisfy convexity of input requirement sets and hence, it should be placed in category (iii) – only the output sets are convex. Obviously categories (i) and (v) are filled by \( \hat{Y}_{\mathcal{I}}(\mathcal{I}_K) \) and \( \hat{Y}_{\mathcal{Q}F^D}(\mathcal{I}_K) \) respectively, according to Kuosmanen and Podinovski (2009); Podinovski and Kuosmanen (2011).

The taxonomy is still incomplete since the category (iv) is currently empty. We fill this blank by proposing a new reference technology set defined as:

\[
\hat{Y}_{\mathcal{I}}(\mathcal{I}_K) = \left\{ (v, w, x) : x \geq \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k = 1; z^k \geq 0, 0 \leq \theta^k \leq 1, k = 1, \ldots, K; \right. \\
\left. \text{if } z^k > 0 \text{ then } v \leq \theta^k v^k \text{ and } w = \theta^k w^k, k = 1, \ldots, K \right\}.
\]

(13)

An interesting property of \( \hat{Y}_{\mathcal{I}} \) is presented below.
Theorem 5. For any $\mathcal{I}_K$, $\hat{Y}_\mathcal{I}(\mathcal{I}_K)$ is the minimal reference technology set satisfying convexity of the input requirement sets.

Proof. See Appendix A.5.

By Theorem 5, we can position $\hat{Y}_\mathcal{I}(\mathcal{I}_K)$ in category (iv), completing the taxonomy. Additionally, its output correspondence is quasiconcave by Lemma 1. All in all, the taxonomy of reference technology sets can be summarized as in Table 2.

Table 2: A taxonomy of reference technology sets under VRS

<table>
<thead>
<tr>
<th>Parts imposed with convexity</th>
<th>AAM without bad outputs</th>
<th>AAM with bad outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) The whole technology Banker et al. (1984)</td>
<td>$\hat{Y}_\mathcal{I}$ (Kuosmanen, 2005)</td>
<td></td>
</tr>
<tr>
<td>(ii) Both output and input requirement sets Bogetoft (1996), Bogetoft et al. (2000)</td>
<td>$\hat{Y}_{\mathcal{I},\mathcal{I}}$ (Färe and Grosskopf, 2003)</td>
<td></td>
</tr>
<tr>
<td>(iii) Only output sets Petersen (1990)</td>
<td>$\hat{Y}_{\mathcal{I},\mathcal{Q}}$ (Podinovski and Kuosmanen, 2011)</td>
<td></td>
</tr>
<tr>
<td>(iv) Only input requirement sets Petersen (1990)</td>
<td>$\hat{Y}_{\mathcal{I},\mathcal{I}}$ (proposed in this paper)</td>
<td></td>
</tr>
<tr>
<td>(v) No convexity at all Deprins et al. (1984)</td>
<td>$\hat{Y}_{\mathcal{I},\mathcal{Q},\mathcal{FD}}$ (Podinovski and Kuosmanen, 2011)</td>
<td></td>
</tr>
</tbody>
</table>

As proved in this paper, $\hat{Y}_{\mathcal{I},\mathcal{Q},\mathcal{C}} \equiv \hat{Y}_{\mathcal{I},\mathcal{Q},\mathcal{C}}$, $\hat{Y}_{\mathcal{I},\mathcal{Q},\mathcal{FD},\mathcal{FH}} \equiv \hat{Y}_{\mathcal{I},\mathcal{Q},\mathcal{FD}}$.

4 Conclusion

In this paper we have made two main contributions. Firstly, we shed new lights to the debate between the single and multiple scaling factor approaches by showing that: (i) returns to scale can partially compensate for jointly weak disposability of good and bad outputs, (ii) the single and multiple scaling factor approaches are identical in several scenarios, especially when convexity is relaxed (partly or entirely), and (iii) the single scaling factor approach appears to be more convenient than the multiple one in some aspects (e.g., the former involves fewer optimization variables and faster computational speed). Secondly, by linking two interesting debates in the literature, we help construct a comprehensive taxonomy of reference technology sets for AAM under VRS.

Furthermore, this paper suggests several directions for future research. Firstly, although the reference technology set presented in Färe and Grosskopf (2003) has been proved to satisfy convexity of both output and input requirement sets, whether it is
the minimal set satisfying this property has not been verified yet, raising a question for future works. Another direction would be to develop statistical properties for the reference technology sets in the presence of bad outputs, similar to those developed for the traditional AAM without bad outputs. For example, Korostelev et al. (1995) proved an asymptotic property of the FDH estimator, Kneip et al. (1998) proved the consistency of the Data Envelopment Analysis (DEA) estimators, Park et al. (2000) established the limiting distribution of the FDH estimator for the fully multivariate case. Hence, similar results should be established for the new estimators in the presence of bad outputs.
Appendix A  Proofs of Theorems

A.1 Proof of Theorems 1

(a) Since \( (v, w, x) \in \hat{Y}_\mathcal{S}(\mathcal{K}) \), there exist numbers \( z^k \geq 0 \) and \( \hat{\theta}^k \in [0, 1] \) \( (k = 1, \ldots, K) \) such that:

\[
\hat{v} \leq \sum_{k=1}^{K} \hat{\theta}^k z^k v^k, \hat{w} = \sum_{k=1}^{K} \hat{\theta}^k z^k w^k, \hat{x} \geq \sum_{k=1}^{K} z^k x^k, \sum_{k=1}^{K} z^k = 1. \tag{14}
\]

Therefore,

\[
\hat{Y}_\mathcal{S}(\mathcal{K} \cup \{(v, w, x)\}) = \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta^k z^k v^k + \hat{\theta} \hat{z} \hat{v}; w = \sum_{k=1}^{K} \theta^k z^k w^k + \hat{\theta} \hat{z} \hat{w}; x \geq \sum_{k=1}^{K} z^k x^k + \hat{z} \hat{x}; \sum_{k=1}^{K} z^k + \hat{z} = 1; \hat{z} \geq 0; 0 \leq \hat{\theta} \leq 1; z^k \geq 0, 0 \leq \theta^k \leq 1, k = 1, \ldots, K \right\} \tag{15}
\]

\[
\subseteq \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta^k z^k v^k + \hat{\theta} \hat{z} \sum_{k=1}^{K} \theta^k z^k v^k; w = \sum_{k=1}^{K} \theta^k z^k w^k + \hat{\theta} \hat{z} \sum_{k=1}^{K} \theta^k z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k + \hat{z} \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k + \hat{z} = 1; \hat{z} \geq 0; 0 \leq \hat{\theta} \leq 1; z^k \geq 0, 0 \leq \theta^k \leq 1 \forall k \right\} \tag{16}
\]

\[
= \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} (\theta^k z^k + \hat{\theta} \hat{z} \hat{\theta}^k z^k) v^k; w = \sum_{k=1}^{K} (\theta^k z^k + \hat{\theta} \hat{z} \hat{\theta}^k z^k) w^k; \sum_{k=1}^{K} z^k + \hat{z} = 1; x \geq \sum_{k=1}^{K} (z^k + \hat{z} z^k) x^k; \hat{z} \geq 0; 0 \leq \hat{\theta} \leq 1; z^k \geq 0, 0 \leq \theta^k \leq 1, k = 1, \ldots, K \right\} \tag{17}
\]

\[
\subseteq \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \hat{\theta}^k \hat{z}^k v^k; w = \sum_{k=1}^{K} \hat{\theta}^k \hat{z}^k w^k; x \geq \sum_{k=1}^{K} \hat{z}^k x^k; \sum_{k=1}^{K} \hat{z}^k = 1; \hat{z}^k \geq 0, 0 \leq \hat{\theta}^k \leq 1, k = 1, \ldots, K \right\} \tag{18}
\]

\[
= \hat{Y}_\mathcal{S}(\mathcal{K}) \tag{19}
\]

Here (16) follows by using (14), while (18) follows by substituting \( \theta^k z^k + \hat{\theta} \hat{z} \hat{\theta}^k z^k \) and \( z^k + \hat{z} z^k \) in (17) by \( \hat{\theta}^k \hat{z}^k \) and \( \hat{z}^k \), respectively. These substitutions are feasible because:
(i) $\sum_{k=1}^{K} \hat{z}^k = \sum_{k=1}^{K} z^k + \hat{z} \sum_{k=1}^{K} \hat{z}^k = \sum_{k=1}^{K} z^k + \hat{z} = 1$, and (ii) $\theta^k z^k + \hat{\theta} \hat{z} \hat{z}^k \leq z^k + \hat{z} z^k = \hat{z}^k$, implying that $\exists \hat{\theta} \in [0, 1] : \theta^k z^k + \hat{\theta} \hat{z} \hat{z}^k = \hat{\theta} \hat{z}^k \ (k = 1, \ldots, K)$.

Thus, $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K \cup \{(\hat{v}, \hat{w}, \hat{x})\}) \subseteq \hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$. Meanwhile, $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) \subseteq \hat{Y}_{\mathcal{F}}(\mathcal{F}_K \cup \{(\hat{v}, \hat{w}, \hat{x})\})$ by Property P2. Therefore, we have $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) = \hat{Y}_{\mathcal{F}}(\mathcal{F}_K \cup \{(\hat{v}, \hat{w}, \hat{x})\})$.

(b) Firstly, $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) = \hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$ follows directly from part (a) since $(0, 0, x^k) \in \hat{Y}_{\mathcal{F}}(\mathcal{F}_K) \ \forall k = 1, \ldots, K$. Hence it remains to prove that $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) = \hat{Y}_{\mathcal{F}}(\mathcal{F}_K^*)$. We start by transforming $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$ as follows:

\[
\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) = \left\{(v, w, x) : v \leq \theta \sum_{k=1}^{K} z^k v^k + \theta \sum_{k=1}^{K} \hat{z}^k 0; w = \theta \sum_{k=1}^{K} z^k w^k + \theta \sum_{k=1}^{K} \hat{z}^k 0 ;
\right. \\
\left. x \geq \sum_{k=1}^{K} z^k x^k + \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} (z^k + \hat{z}^k) = 1; z^k, \hat{z}^k \geq 0, k = 1, \ldots, K; 0 \leq \theta \leq 1 \right\}
\]

\[
= \left\{(v, w, x) : v \leq \theta \sum_{k=1}^{K} z^k v^k; w = \theta \sum_{k=1}^{K} z^k w^k; x \geq \sum_{k=1}^{K} (z^k + \hat{z}^k) x^k; \right. \\
\left. \sum_{k=1}^{K} (z^k + \hat{z}^k) = 1; z^k, \hat{z}^k \geq 0, k = 1, \ldots, K; 0 \leq \theta \leq 1 \right\}
\]

(20)

\[
= \left\{(v, w, x) : v \leq \theta \sum_{k=1}^{K} z^k v^k; w = \theta \sum_{k=1}^{K} z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k; \right. \\
\left. \sum_{k=1}^{K} z^k = 1; \hat{z}^k \geq z^k \geq 0, k = 1, \ldots, K; 0 \leq \theta \leq 1 \right\}.
\]

(21)

Here (21) follows by substituting $z^k + \hat{z}^k$ by $\hat{z}^k$. Now let $(v^o, w^o, x^o)$ be any element of $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$. By definition of $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$, there exist numbers $z^k \geq 0$ and $\theta^k \in [0, 1]$ $(k = 1, \ldots, K)$ such that $v^o \leq \sum_{k=1}^{K} \theta^k z^k v^k$, $w^o = \sum_{k=1}^{K} \theta^k z^k w^k$, $x \geq \sum_{k=1}^{K} z^k x^k$, and $\sum_{k=1}^{K} z^k = 1$. For $k = 1, \ldots, K$, let $\theta^k z^k = l^k$, then we have $z^k \geq l^k \geq 0 \ \forall k$, $v^o \leq \sum_{k=1}^{K} l^k v^k$, $w^o = \sum_{k=1}^{K} l^k w^k$, $x \geq \sum_{k=1}^{K} z^k x^k$, and $\sum_{k=1}^{K} z^k = 1$. Combined with (21), this leads to $(v^o, w^o, x^o) \in \hat{Y}_{\mathcal{F}}(\mathcal{F}_K^*)$, implying $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) \subseteq \hat{Y}_{\mathcal{F}}(\mathcal{F}_K^*)$ or equivalently, $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K^*) \subseteq \hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$. On the other hand, $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K) \subseteq \hat{Y}_{\mathcal{F}}(\mathcal{F}_K^*)$ by Property P1. Therefore, $\hat{Y}_{\mathcal{F}}(\mathcal{F}_K^*) = \hat{Y}_{\mathcal{F}}(\mathcal{F}_K)$, completing the proof.
A.2 Proof of Theorem 2

Firstly we show that $\hat{Y}_{QC}^{\mathcal{K}}(\mathcal{I}_K) \subseteq \hat{Y}_{FG}^{\mathcal{K}}(\mathcal{I}_K)$. Indeed,

$$\hat{Y}_{QC}^{\mathcal{K}}(\mathcal{I}_K) = \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta_k z^k v^k; w = \sum_{k=1}^{K} \theta_k z^k w^k; \sum_{k=1}^{K} z^k = 1; \right. \left. 0 \leq \theta_k \leq 1, z^k \geq 0, \text{if } z^k > 0 \text{ then } x \geq x^k, k = 1, \ldots, K \right\} \quad (22)$$

Expression (23) results from substituting $\theta_k z_k$ in (22) by $\theta \tilde{z}^k$ where $\theta = \sum_{k=1}^{K} \theta_k z_k$ and

$$\tilde{z}^k = \begin{cases} \frac{\theta_k z_k}{\theta} & \text{if } \theta \neq 0, \\ z^k & \text{if } \theta = 0. \end{cases}$$

Note that $0 \leq \theta = \sum_{k=1}^{K} \theta_k z_k \leq \sum_{k=1}^{K} z^k = 1$, and $\theta = 0$ implies $\theta_k z_k = 0 \forall k = 1, \ldots, K$. Thus it is easy to verify that the above choice of $\theta$ and $\tilde{z}^k$ satisfies conditions:
(i) $\theta \tilde{z}^k = \theta_k z_k \forall k = 1, \ldots, K$, (ii) $\sum_{k=1}^{K} \tilde{z}^k = 1$, and (iii) $\tilde{z}^k > 0$ if $z^k > 0 \forall k = 1, \ldots, K$.

Hence, the set expressed in (22) is a subset of that expressed in (23), which is equivalent to the mathematical expression of $\hat{Y}_{QC}^{\mathcal{K}}(\mathcal{I}_K)$. Consequently, $\hat{Y}_{QC}^{\mathcal{K}}(\mathcal{I}_K) \subseteq \hat{Y}_{FG}^{\mathcal{K}}(\mathcal{I}_K)$.

On the other hand, $\hat{Y}_{QC}^{\mathcal{K}}(\mathcal{I}_K) \subseteq \hat{Y}_{QFDH}^{\mathcal{K}}(\mathcal{I}_K)$ as $\hat{Y}_{QFDH}^{\mathcal{K}}(\mathcal{I}_K)$ is a special case of $\hat{Y}_{QC}^{\mathcal{K}}(\mathcal{I}_K)$ when $\theta^1 = \ldots = \theta^K = \theta$. Thus, we have $\hat{Y}_{QFDH}^{\mathcal{K}}(\mathcal{I}_K) = \hat{Y}_{FG}^{\mathcal{K}}(\mathcal{I}_K)$. 

A.3 Proof of Theorem 3

To prove the Theorem, we transform $\hat{Y}_{QFDH}^{\mathcal{K}}(\mathcal{I}_K)$ as follows:

$$\hat{Y}_{QFDH}^{\mathcal{K}}(\mathcal{I}_K) = \left\{ (v, w, x) : v \leq \sum_{k=1}^{K} \theta_k z^k v^k; w = \sum_{k=1}^{K} \theta_k z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k; \right. \left. \sum_{k=1}^{K} z^k = 1; z^k \in \{0, 1\}, 0 \leq \theta_k \leq 1, k = 1, \ldots, K \right\} \quad (24)$$
\begin{align}
&\{ (v, w, x) : \exists l \in \{1, \ldots, K\} \text{ such that } v \leq \theta v^l, w = \theta^l w^l, \\
x &\geq x^l, 0 \leq \theta^l \leq 1 \} \quad (25) \\
&= \left\{ (v, w, x) : \exists l \in \{1, \ldots, K\} \text{ such that } v \leq \theta v^l, w = \theta^l w^l, \\
x &\geq x^l, 0 \leq \theta \leq 1 \right\} \quad (26) \\
&= \left\{ (v, w, x) : v \leq \theta \sum_{k=1}^K z^k v^k, w = \theta \sum_{k=1}^K z^k w^k, x \geq \sum_{k=1}^K z^k x^k, \\
&\sum_{k=1}^K z^k = 1; 0 \leq \theta \leq 1; z^k \in \{0, 1\}, k = 1, \ldots, K \right\} \quad (27) \\
&= \hat{Y}_{\mathcal{Q}}^{\mathcal{F}}(\mathcal{J}_K). \quad (28)
\end{align}

Here (25) and (27) follow by the fact that \( \sum_{k=1}^K z^k = 1 \) and \( z^k \in \{0, 1\} \) for all \( k \) are equivalent to \( \exists l \in \{1, \ldots, K\} \) such that \( z^l = 1 \) and \( z^k = 0 \) for all \( k \neq l \). From the above transformations, we have the Theorem proved as desired. \( \square \)

### A.4 Proof of Theorem 4

(a) Let \( \hat{L}_{\mathcal{Q}}(v, w|\mathcal{J}_K) \) be the input requirement set of \( \hat{Y}_{\mathcal{Q}}(\mathcal{J}_K) \) corresponding to the outputs \( (v, w) \). For any \( (v^*, w^*) \) and for any \( \hat{x}, \tilde{x} \in \hat{L}_{\mathcal{Q}}(v^*, w^*|\mathcal{J}_K) \), we will prove that

\[ \hat{x} = \alpha \hat{x} + (1 - \alpha) \tilde{x} \in \hat{L}_{\mathcal{Q}}(v^*, w^*|\mathcal{J}_K), \forall \alpha \in [0, 1]. \tag{29} \]

**Case 1:** \( w^* \neq 0 \). Since \( w^* \neq 0 \) and \( \hat{x}, \tilde{x} \in \hat{L}_{\mathcal{Q}}(v^*, w^*|\mathcal{J}_K) \), there exist numbers \( \hat{\theta}, \tilde{\theta} \in (0, 1) \) and \( \hat{z}^k, \tilde{z}^k \geq 0 \) (\( k = 1, \ldots, K \)) such that

\[ v^* \leq \hat{\theta} \sum_{k=1}^K \hat{z}^k v^k, w^* = \hat{\theta} \sum_{k=1}^K \hat{z}^k w^k, \hat{x} \geq \sum_{k=1}^K \hat{z}^k x^k, \sum_{k=1}^K \hat{z}^k = 1; \]
\[ v^* \leq \tilde{\theta} \sum_{k=1}^K \tilde{z}^k v^k, w^* = \tilde{\theta} \sum_{k=1}^K \tilde{z}^k w^k, \tilde{x} \geq \sum_{k=1}^K \tilde{z}^k x^k, \sum_{k=1}^K \tilde{z}^k = 1. \]

Now let \( \ddot{z}^k = \alpha \hat{z}^k + (1 - \alpha) \tilde{z}^k \) (\( k = 1, \ldots, K \)) and \( \hat{\theta} = (\alpha/\hat{\theta} + (1 - \alpha)/\tilde{\theta})^{-1} \), then we
have $z^k \geq 0 \, \forall k$, $0 < \hat{\theta} \leq 1$, and

\[
v^* / \hat{\theta} = (\alpha / \hat{\theta} + (1 - \alpha) / \hat{\theta})v^* \leq \alpha \sum_{k=1}^{K} z^k v^k + (1 - \alpha) \sum_{k=1}^{K} \tilde{z}^k v^k = \sum_{k=1}^{K} \tilde{z}^k v^k,
\]

\[
w^* / \hat{\theta} = (\alpha / \hat{\theta} + (1 - \alpha) / \hat{\theta})w^* = \alpha \sum_{k=1}^{K} z^k w^k + (1 - \alpha) \sum_{k=1}^{K} \tilde{z}^k w^k = \sum_{k=1}^{K} \tilde{z}^k w^k;
\]

\[
\hat{x} = \alpha \hat{x} + (1 - \alpha) \hat{x} \geq \alpha \sum_{k=1}^{K} z^k x^k + (1 - \alpha) \sum_{k=1}^{K} \tilde{z}^k x^k = \sum_{k=1}^{K} \tilde{z}^k x^k;
\]

\[
\sum_{k=1}^{K} \tilde{z}^k = \alpha \sum_{k=1}^{K} z^k + (1 - \alpha) \sum_{k=1}^{K} \tilde{z}^k = \alpha + (1 - \alpha) = 1.
\]

Thus, $\hat{x} \in \bar{L}_{\mathcal{F}}(v^*, w^* | \mathcal{J}_K)$, implying that $\bar{L}_{\mathcal{F}}(v^*, w^* | \mathcal{J}_K)$ is convex for any $(v^*, w^*)$ where $w^* \neq 0_J$.

**Case 2:** $w^* = 0_J$. We transform $\bar{L}_{\mathcal{F}}(v^*, 0_J | \mathcal{J}_K)$ as follows.

\[
\hat{L}_{\mathcal{F}}(v^*, 0_J | \mathcal{J}_K) = \left\{ x : (v^*, 0_J, x) \in \hat{Y}_{\mathcal{F}}(\mathcal{J}_K) \right\}
\]

\[
= \left\{ x : v^* \leq \theta \sum_{k=1}^{K} z^k v^k; 0_J = \theta \sum_{k=1}^{K} z^k w^k; x \geq \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k = 1; 0 \leq \theta \leq 1; z^k \geq 0, k = 1, \ldots, K \right\}
\]  

(31)

If $w^1 = \ldots = w^K = 0_J$, from (31) we have

\[
\hat{L}_{\mathcal{F}}(v^*, 0_J | \mathcal{J}_K) = \left\{ x : v^* \leq \theta \sum_{k=1}^{K} z^k v^k; x \geq \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k = 1; \theta \geq 0, k = 1, \ldots, K \right\}
\]

\[
= \left\{ x : v^* \leq \sum_{k=1}^{K} z^k v^k; x \geq \sum_{k=1}^{K} z^k x^k; \sum_{k=1}^{K} z^k = 1; z^k \geq 0, k = 1, \ldots, K \right\},
\]

which is equivalent to the input requirement sets of the traditional DEA estimation without bad outputs and hence, $\hat{L}_{\mathcal{F}}(v^*, 0_J | \mathcal{J}_K)$ is convex.

If there exist at least one $w^k \neq 0_J$, from (31) we have $\theta = 0$. As a consequence, if $v^* \neq 0_M$, we get $\hat{L}_{\mathcal{F}}(v^*, 0_J | \mathcal{J}_K) = \emptyset$, which is convex by convention. On the other
hand, if $v^* = 0_M$, we then have

$$
\hat{L}_{\mathcal{F}}(0_M, 0_J|\mathcal{S}_K) = \left\{ x : x \geq \sum_{k=1}^{K} z^k x_k; \sum_{k=1}^{K} z^k = 1; z^k \geq 0, k = 1, \ldots, K \right\}, \quad (32)
$$

which is a convex free disposal polyhedron (or hull) in the input-space ($\mathbb{R}_+^N$).

All in all, we have $\hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S}_K)$ is convex for any $\mathcal{S}_K$, completing the proof.

(b) We prove the Theorem by showing a counterexample. Consider a dataset $\mathcal{S} = \{(v^*, w^*, x^1), (v^*, w^*, x^2)\}$ where $v^* \in \mathbb{R}_+^M$, $w^* \in \mathbb{R}_+^J$, $x^1 = (2, 1)'$, and $x^2 = (1, 2)'$. Let $\hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$ be the input requirement set of $\hat{Y}_Q \mathcal{C}(\mathcal{S})$ corresponding to the outputs $(v^*, w^*)$. Obviously, $x^1, x^2 \in \hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$. We will show that $\hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$ is not convex by indicating that $\hat{x} \notin \hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$ where $\hat{x} = 0.5x^1 + 0.5x^2 = (1.5, 1.5)'$.

For this particular scenario, by Theorem 2, we have

$$
\hat{Y}_Q \mathcal{C}(\mathcal{S}) = \left\{ (v, w, x) : v \leq \theta z^1 v^* + z^2 v^*; w = \theta z^1 w^* + z^2 w^*; z^1 + z^2 = 1; z^1, z^2 \geq 0; 0 \leq \theta \leq 1; \text{if } z^k > 0 \text{ then } x \geq x^k, k = 1, 2 \right\}, \quad (33)
$$

$$
\hat{Y}_Q \mathcal{C}(\mathcal{S}) = \left\{ (v, w, x) : v \leq \theta v^*; w = \theta w^*; z^1 + z^2 = 1; z^1, z^2 \geq 0; 0 \leq \theta \leq 1; \text{if } z^k > 0 \text{ then } x \geq x^k, k = 1, 2 \right\}. \quad (34)
$$

Suppose that $\hat{x} \in \hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$. Then due to (34), we should have $\hat{x} \leq x^1$ or $\hat{x} \leq x^2$ because at least one of $z^1, z^2$ is greater than 0 since $z^1 + z^2 = 1$. However, by construction, neither $\hat{x} \leq x^1$ nor $\hat{x} \leq x^2$ is true, which is a contradiction. Consequently, $\hat{x} \notin \hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$, implying that $\hat{L}_{\mathcal{F}}(v^*, w^*|\mathcal{S})$ is not convex, completing the proof.

\[ \square \]

A.5 Proof of Theorem 5

Here we need to prove that $\hat{Y}_\mathcal{F}(\mathcal{S}_K)$ satisfies disposability properties (strong disposability of inputs and good outputs, and jointly weak disposability of good and bad outputs) and convexity of input requirement sets. The disposability properties are ob-
vious. For the convexity of input requirement sets, let $\hat{L}_F(v^*, w^*|\mathcal{S}_K)$ denote the input requirement set of $\hat{Y}_F(\mathcal{S}_K)$ corresponding to an arbitrary pair of outputs $(v^*, w^*)$. We will prove that $\hat{x} = \hat{x} + (1 - \alpha)\tilde{x} \in \hat{L}_F(v^*, w^*|\mathcal{S}_K)$ for any $\hat{x}, \tilde{x} \in \hat{L}_F(v^*, w^*|\mathcal{S}_K)$ and any $\alpha \in [0, 1]$. To do so, note that there exist numbers $\tilde{\theta}, \hat{\theta} \in [0, 1]$ and $\tilde{z}_k, \hat{z}_k \geq 0$ ($k = 1, \ldots, K$) such that

\[
\tilde{x} \geq \sum_{k=1}^{K} \tilde{z}_k x_k, \quad \sum_{k=1}^{K} \tilde{z}_k = 1, \quad \text{if } \tilde{z}_k > 0 \text{ then } v^* \leq \tilde{\theta} v_k \text{ and } w^* = \tilde{\theta} w_k;
\]

\[
\hat{x} \geq \sum_{k=1}^{K} \hat{z}_k x_k, \quad \sum_{k=1}^{K} \hat{z}_k = 1, \quad \text{if } \hat{z}_k > 0 \text{ then } v^* \leq \hat{\theta} v_k \text{ and } w^* = \hat{\theta} w_k.
\]

Let $\tilde{z}_k = \alpha \tilde{z}_k + (1 - \alpha)\tilde{z}_k$ and $\hat{\theta}_k = \min\{\tilde{\theta}_k, \hat{\theta}_k\}$ ($k = 1, \ldots, K$), we have: $0 \leq \hat{\theta}_k \leq 1$, $\tilde{z}_k \geq 0$ ($k = 1, \ldots, K$); $\tilde{x} \geq \sum_{k=1}^{K} \tilde{z}_k x_k, \sum_{k=1}^{K} \tilde{z}_k = 1$; $\hat{x} \geq \sum_{k=1}^{K} \hat{z}_k x_k, \sum_{k=1}^{K} \hat{z}_k = 1$; if $\tilde{z}_k > 0$ then $v^* \leq \tilde{\theta}_k v_k$ and $w^* = \tilde{\theta}_k w_k$ and $w^* = \hat{\theta}_k w_k$ $\forall k = 1, \ldots, K$. Thus, $(v^*, w^*, \hat{x}) \in \hat{Y}_F(\mathcal{S}_K)$, i.e., $\hat{x} \in \hat{L}_F(v^*, w^*|\mathcal{S}_K)$.

Now we prove that $\hat{Y}_F(\mathcal{S}_K)$ is the subset of any technology sets $\hat{Y}$ that contains the dataset $\mathcal{S}_K$ and satisfies disposability properties (strong disposability of inputs and good outputs, jointly weak disposability of good and bad outputs) and convexity of input requirement sets. To do so, consider an arbitrary point $(v, w, x)$ in $\hat{Y}_F(\mathcal{S}_K)$, we prove that $(v, w, x) \in \hat{Y}$ by showing that $(v, w, x)$ can be reached after a finite number of transformations on the dataset based on disposability and convexity properties of $\hat{Y}$.

Indeed, since $(v, w, x) \in \hat{Y}_F(\mathcal{S}_K)$, there exist $z_k \geq 0$ and $\theta_k \in [0, 1]$ ($k = 1, \ldots, K$) such that $x \geq \sum_{k=1}^{K} z_k x_k, \sum_{k=1}^{K} z_k = 1, \text{if } z_k > 0 \text{ then } v \leq \theta_k v_k \text{ and } w = \theta_k w_k$.

Firstly for each $k = 1, \ldots, K$, we have $(v^k, w^k, x^k) \in \hat{Y}$, then by rescaling outputs of $(v^k, w^k, x^k)$ by $\theta_k$, we obtain point $(\theta_k v_k, \theta_k w_k, x^k)$ which also belongs to $\hat{Y}$, or equivalently, $(\theta_k v_k, w, x^k) \in \hat{Y}$. Next, by properties of strong disposability of good outputs, we have $(v, w, x^k) \in \hat{Y}$ for $k = 1, \ldots, K$. Now by convexity of input requirement sets, we get $(v, w, x_k) \in \hat{Y}$ for $k = 1, \ldots, K$. Finally, by strong disposability of inputs, we also get $(v, w, x) \in \hat{Y}$, which completes the proof.
Appendix B  Proof of Lemma 1

This proof is in the spirit of Shephard (1953) (p. 182). Here we present it in the context of bad outputs for convenience. The proof of part (a) is provided below while that of part (b) is not presented since it is similar to part (a).

\[ P \text{ is quasiconcave } \iff P((1 - \lambda)\hat{x} + \lambda\tilde{x}) \supseteq P(\hat{x}) \cap P(\tilde{x}) \text{ whenever } \hat{x}, \tilde{x} \in \mathbb{R}_+^N, \forall \lambda \in [0, 1] \]

\[ \iff (v, w) \in P((1 - \lambda)\hat{x} + \lambda\tilde{x}) \forall (v, w) \in P(\hat{x}) \cap P(\tilde{x}), \hat{x}, \tilde{x} \in \mathbb{R}_+^N, \forall \lambda \in [0, 1] \]

\[ \iff (v, w) \in P((1 - \lambda)\hat{x} + \lambda\tilde{x}) \forall (v, w) \in P(\hat{x}) \land (v, w) \in P(\tilde{x}), \hat{x}, \tilde{x} \in \mathbb{R}_+^N, \forall \lambda \in [0, 1] \]

\[ \iff (1 - \lambda)\hat{x} + \lambda\tilde{x} \in L(v, w) \forall \hat{x} \in L(v, w) \land \tilde{x} \in L(v, w), \forall \lambda \in [0, 1], \forall (v, w) \in \mathbb{R}^M_+ \times \mathbb{R}^J_+ \]

\[ \iff (1 - \lambda)\hat{x} + \lambda\tilde{x} \in L(v, w) \forall \hat{x}, \tilde{x} \in L(v, w), \forall \lambda \in [0, 1], \forall (v, w) \in \mathbb{R}_+^M \times \mathbb{R}_+^J \]

\[ \iff L(v, w) \text{ is convex for all } (v, w) \in \mathbb{R}_+^M \times \mathbb{R}_+^J \]

Therefore, that the output correspondence \( P \) is quasiconcave is equivalent to that all input requirement sets of \( Y \) is convex. \( \square \)
Appendix C  Graphical illustration of reference technology sets in three-dimensional space

This illustration is drawn using a sample in Kuosmanen and Podinovski (2009): $\mathcal{I}_D = \{D_1, D_2\}$ where $D_1 = (3, 4, 1)$ and $D_2 = (5, 1, 4)$. Because of the strong disposability of input, $\hat{Y}_{\mathcal{X}}(\mathcal{I}_D)$ and $\hat{Y}_{\mathcal{F}g}(\mathcal{I}_D)$ are alike in the region where $x > 4$. Meanwhile, for $1 \leq x \leq 4$, the surfaces of the reference technology sets are different: the surface corresponding to $\hat{Y}_{\mathcal{X}}(\mathcal{I}_D)$ comprises flat facets and the set of points under these facets is convex (Figure 3a) whereas the surface of $\hat{Y}_{\mathcal{F}g}(\mathcal{I}_D)$ is nonconvex and lying under that of $\hat{Y}_{\mathcal{X}}(\mathcal{I}_D)$ (Figure 3b). The surface of $\hat{Y}_{\mathcal{Q}C}(\mathcal{I}_D)$ also lies under that of $\hat{Y}_{\mathcal{F}g}(\mathcal{I}_D)$ (Figure 3c) and finally, $\hat{Y}_{\mathcal{Q}FDH}(\mathcal{I}_D)$ appears to be the smallest set of the four (Figure 3d).

Figure 3: Graphical illustration of surfaces of reference technology sets
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